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1. Introduction

Received August 9, 2005

have been the focus of research for over a cenfttifyand

yet the understanding of the structure of liquid water on the
microscopic level is rudimentary. Knowledge of the molec-
ular geometric and electronic structures of the ions and the
solvent is a prerequisite to understanding the physical,
chemical, and biological processes involving water. This
includes the behavior of the ions both in the bulk solution
and at the solution interface. Examples cover such diverse
topics as the physics of confined water near biological
surface®® and chemical reactions involving halide ions at
the surface of atmospheric aerosol partiéfe$®2° In fact,
surface solvation of halide ions by water molecules has
been reported to be important in controlling the oxidant
levels in the marine boundary layer of the atmospRéfé.
Moreover, the ready availability of mobile ions in the liquid
is, perhaps, the most important single factor contributing to
the specific and peculiar role of electrolyte liquids. Very
small ion concentrations can induce major effects in elec-
trolytes, as is exemplified by the pH value of neat water,
which is induced by only one ion in $810° neutral HO
molecules.

Many important questions concerning ion solvation are
yet unanswered, such as: How are the ions distributed, and
how do the water molecules rearrange in the solution
interface? Are simple anions and cations separated at the
interface? What are the conditions for the formation of an
electric double layer? How are ions accommodated in the
solvent network, and how long-range is their effect on the
network, which relates to structure making and brealdfg?
Similarly, little is known about the change of water properties
near hydrophobic surfaces, where the hydrogen bonding is
considerably disruptet.In fact, the seemingly basic question
of whether simple ionsas opposed to hydrophobic interac-
tions—can exist right at the solution surface is a current topic
of intensive debate. This issue is related to the change of
surface tension upon the addition of salt to liquid water, a
fact reported almost 100 years agband still not yet fully
understood. The reason for this lack of understanding is that
such microscopic details are not contained within the classical
thermodynamic description, and hence, with the arrival of
modern experimental techniques and theory, the classical
picture of ions being repelled from the solution surface is

The structure of liquid water, its role in the solvation of now being reevaluated. Recent sophisticated experiments and
ionic and neutral species, and its effects on chemical reactionsPowerful numerical molecular dynamics simulation tech-
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nigues, adapted for bulk liquids and clusters, have provided
new microscopic insight into the solution interfacial
structure?3-38
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Bernd J. Winter was born in 1959 in Babelsherg, Germany, and grew up
in West Berlin. He studied physics at the Free University Berlin and at
Philipps University in Marburg. In 1985, he obtained his diploma for
experimental work on optical properties of metal clusters at the Fritz Haber
Institute (FHI) in Berlin under the late Prof. H. Gerischer. In the same
group, he obtained his Ph.D. (Dr. rer. nat.) in 1988, with a thesis focusing
on the Coulomb explosion of metal clusters. Bernd Winter spent the
following two years (1989-1991) at Argonne National Laboratory (ANL)
near Chicago, continuing his work with clusters, including chemical
reactions and structure investigations under the direction of the late S. J.
Riley. He then returned to Germany, where he spent the next three years
in Garching (1991-1994) at the Max Planck Institute for Plasma Physics
(IPP), joining the group of Prof. J. Kilppers, where he developed an interest
in the fundamental interactions of hydrocarbons adsorbed on single-crystal
metals with atomic thermal hydrogen. Afterward, he returned to Berlin,
where he is a staff research scientist at the Max Born Institute (MBI) for
Nonlinear Optics and Short Pulse Spectroscopy, in the group of Prof. I.
V. Hertel. He has been working on the combination of short pulse lasers
with VUV synchrotron radiation pulses (at BESSY) for the study of
dynamical processes in condensed matter. Systems have included
fullerene thin films, adsorbed organic molecules (for light-emitting devices),
and aqueous liquid solutions. His current research focuses on the electronic
structure of the surface and bulk of liquid water; aqueous salt, acid, and
base solutions; and lately biologically relevant aqueous molecules. Future
developments include dynamical studies, implementing time-resolved
photoemission from aqueous solutions using, for instance, femtosecond
laser pulses.

Manfred Faubel obtained a degree in nuclear physics at the University of
Mainz in 1969 and a Ph.D. (Dr. rer. nat.) at the University of Géttingen
in 1976. Since 1973, he has been a research staff scientist at the former
MPI fiir Strdmungsforschung, working on crossed molecular beam
scattering experiments for simple benchmark collision systems, which were
also accessible for exact molecular scattering theory from first principles.
These included thermal energy differential cross section measurements
for vibrationally and rotationally inelastic collisions of Li*—H,, HeN,, He—
CH,, and Ar-0,, and the reaction F-H,. In the 1980s, he began
experiments on the exploration of the free vacuum surface of liquid water
and of agueous solutions. These had not yet been accessible for molecular
beam techniques, for obvious reasons of the high vacuum pressure and
an instant freezing of liquid water in a vacuum environment. It was shown
that a liquid-water surface of a very fast-streaming thin liquid jet of
approximately 10-um diameter could be sustained in high vacuum and
presented a free molecular evaporation source for water vapor and for
other highly volatile liquid solvents such as alcohol or acetic acid. Research
on free aqueous microjet surfaces is currently continued by photoelectron
spectroscopy of the molecular electronic structure of aqueous solutions
with synchrotron soft X-ray radiation. In addition, vacuum microjets are
exploited for laser-desorption mass spectrometry aimed at the quantitative
composition of very large ions of biomolecules in aqueous solution and
of the weakly bound charged peptide and protein complexes that they
form in liquid aqueous solutions. Further interests are in the adaptation
of short-pulse soft X-ray laser plasma sources for use in time-resolved
photoelectron spectrometry of organic molecule reactions in liquid aqueous
solutions.

How are the orbital energies of solvent water perturbed g,y complicate the interpretation of experimental data, and
by hydrogen bonding, and what is the effect of ions on the jjess time-resolved measurements are performed, one
electronic structure of water at a given concentration? g a1y obtains time-averaged information. Yet photoelectron
Similarly, what is the electron binding energy of hydrated - g,ectroscopy, even for the study of liquids, including time-
ions, and what is the detailed nature of the additional regq|yed pumpprobe schemes, is a very versatile technique
electronic states characteristic for the anisnlvate complex ¢4/ the investigation of electronic structure. In combination

(known as charge-transfer-to-solvent, CTTS, st it the wide tunability of polarized synchrotron radiation
Studying the dynamics of the formation of the solvated gnq with the appropriate choice of specific experimental
electron via these CTTS states is another area of currentyaameters (detection angle, light polarization, photon energy,
activity, "% requiring the precise knowledge of the solution's - giny “photoemission (PE) can provide a wealth of micro-
electronic spectrum. It is surprising how poorly understood geqpic information, including electron binding energies,
the electronic and structural details of the liquid aqueous ¢rysta| structures, surface states, adsorbate structures, and
surface are as compared to those of many solid surfacesyers, An important advantage of PE is its extreme surface
The reason behind this discrepancy might be the wealth Ofsensitivity; for 36-100 eV photoelectrons, only the top two
powerful, surface-science-dedicated techniques that cannoty three (water) layers are probed. In liquid PE, however,

be readily applied to the high-vapor-pressure environment gy mmetry considerations associated with surface structural
of liquids. For photoelectron spectroscopic techniques, the grientation play a minor role.

detection of photoemitted electrons and their kinetic energies,

in a nonultrahigh—vacuum_environment_, is not straightfor— 1.1. Some Basic Results

ward. Furthermore, ultrahigh vacuum is a prerequisite to

create clean and well-defined surfaces, and the base pressure Current knowledge of the molecular structure of liquid
should be on the order of 1® mbar to maintain a clean  water (and, to a lesser extent, of aqueous solutions) has been
surface for the period of data acquisition. At thgueous obtained by various methods, for example, X4a$f and
interface, this requirement is obviously irrelevant; the liquid- neutron diffractiof' 5" experiments, as well as Raman and
water surface continuously fluctuates, and it is characterizedinfrared (IR) spectroscopi€%.5° The latter in particular

by desorption and adsorption processes. This can considerconsists of recent ultrafast studies of OH or OD vibrational
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stretch dynamics, mostly in isotopic water mixtuf&s’ ambient conditions. The first experiment to directly probe
Diffraction techniques can access the (averaged) local orderthe orientation of surface water molecules was the benchmark
around atoms in the liquid, even though the main objective IR—VIS SFG study on liquid water by Shen et8lln a

of determining the three pair correlation functiogsd, dow, later X-ray absorption stud¥, supported by ab initio
gun) from the experimental diffraction patterns can be quite molecular dynamics simulations of the aqueous ligwidpor
ambiguous. In fact, previously reported radial distribution interface®® the water surface structure was further detailed.

functions differ considerably depending on the assumptions  The|ocal electronicstructure of liquid water and aqueous
made in the analysis, such as the modifications of scatteringsojytions has been studied experimentally using near-edge
factors. Hence, this experimental parameter, which is a x_ray absorption fine structure (NEXAFS), X-ray absorption
crucial and desirable ingredient for simulations and theory (xAS), and X-ray emission (XES) spectroscopies and X-ray
of water, is not reliably known. However, in a recent study Raman scattering (XR3}:26-92 The methods are sensitive
combining classical and ab initio simulations with better 4 the |ocal water structure, such as chemical environment,
X-ray data (obtained by use of high-brilliance synchrotron o |engths, and bond angfSpecifically in XAS, which
radiation), many of the inconsistencies could be ex- targets unoccupied states, the symmetry breaking resulting
plained:**° The use of computer simulation techniques to from electron density localization can be probed sensitively.
interpret neutron diffraction data for water was discussed ppserved changes in the oxygen K-edge of water were thus

by Soper;” more recently, he has also reported on the relative atributed to the distortions (or breaking) of donor hydrogen
insensitivity of such diffraction methods for obtaining reliable ponds in liquid water (as well as in icé:88

water |nter§ctlon p°te”“a'_7§' . Many theoretical models have been developed to describe

Ultrafast infrared experiments that examine the OH (or \yater's properties. We can distinguish between continuum
OD) stretch in liquid water can be ideal for studying the eatment and mixture (or shell) models, allowing for
hydrogen network dynamics, given that the frequency (shift) (clusters of) water molecules with broken hydrogen-bonding
of the hydroxyl stretching vibration is sensitive to the configurations. A representative selection of benchmark water
distribution of hydrogen-bonded structures (strength, angles, mogels and ab initio simulation concepts can be found in a
and number of hydrogen boné8}""®and to the intermo-  recent review on water struct@Molecular dynamics (MD)
lecular forces controlling the structural dynamics of pure sjmylations are unique techniques, in that they can provide
liquid watef>"79%0or of aqueous solutionS-™ In fact, 4 yealistic picture of the geometric structure of liquid water.
various ultrafast (time-resolved) infrared methods, including pifferent types of MD simulations can be categorized
vibrational echo techniqués®>® have been applied to  primarily by the interaction potentials used, ranging from
extract the hydrogen-bond dynamics from the inhomoge- force field to first-principles ab initi§* Ab initioc MD
neously broadened hydroxyl absorption. The experimental sjmy|ations combine classical motion with density functional
focus was primarily on the excited OH (OD) vibration  theory (DFT) computation of the electronic structure of the
population lifetime and on the spectral diffusion within the - system at each time step. However, because of the enormous
OH stretching band. Using dilute isotopic mixtures of HOD  computer capacity required, their applicability limits the size
in DO or K0, it is possible to single out the role of the  ang/or complexity and time scales of simulations of the
solvent effectsp>677 most recently, the OH stretching  systems investigated. In fact, simulations of bulk liquid water
vibrations could be observed alsopare H,O by infrared  gng small clusters based on first principles have provided
two-dimensional correlation spectroscopyln an earlier  getailed microscopic insight on hydrogen bonding. Analo-
pump-—probe study, the time resolution was insufficient to  gous simulations for the water surface are at the limit of
resolve the very fast vibrational energy-transfer component, jyodern computation capacit§, because a considerable
which is much faster than in diluted2D/H,O mixtures® increase in the size of the simulated system is required to
Finally, the very short lifetime of the OHendingvibration, produce a stable interface. Recently, in just such a large-
measured in pure liquid 40 and in mixtures, was found to  gcale simulation, the existence of an acceptor-only surface
be determined by the coupling to the fluctuating hydrogen- species, in addition to the single donor moi&tywas
bonded environmerit. identified, in agreement with XAS results.

To accurately interpret the IR spectra of a vibrational probe Despite significant progress in the computation of the
in different environments, various computational methods energies and structures of complex systems, the valence
have been developéd.An important quantity in these  qrpjtal structure of liquid water is not yet well described.
spectroscopic calculations is the transition dipole moment orpjta| energies in DFT generally underestimate ionization
of the OH or OD stretch, which strongly depends on the gnergies (which are differences between state enefjies),
hydrogen-bond strength and thus on the instantaneous solveniecause they are only a theoretical construct resulting from
environment. However, the interpretation of dynamics ob- the Hartree-Fock approximation. Also, the energies strongly
served in IR experiments in terms of intermolecular structure depend on the particular use of the exchange-correlation
is still a matter of debat.®%©9:52 functional, and furthermore, the energies of DFT orbitals

Recently, optical methods have also provided molecular- have a different meaning than the energies of Hartfemrk
level insight into thesurfaceof liquid water and aqueous  orbitals. Experimental energies are usually in better agree-
solutions. Both the surface water orientation and the existencement with Hartree-Fock-based method4 Significant defi-
of ions in the aqueous solution interface have been inferredcits of the currently employed DFT formalism in MD
from vibrational sum frequency generation (VSFG) surface simulations employing the CariParrinello technique were
second-harmonic generation (SSH&YE The great advan-  revealed by recent exact quantum approximations for the
tage in using nonlinear optical techniques is their ultimate liquid-water potentials, using the second-order Mgtler
surface sensitivity, allowing sampling to be restricted to the Plesset (MP2) approach as well as HartrEeck, extending
surface region where isotropic symmetry is broken; in to the second hydration shé&flin particular, the dynamics
addition, these techniques can be readily performed attime scale for the formation and breaking of hydrogen bonds
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in the DFT simulations is 1 order of magnitude slower than 1.3, Historical Survey of Liquid Photoemission
the experimentally observed lifetime 0f0.5 psS%® In . ) o . , .
contrast, an MP2 treatment of the heterogeneous environ-. Pioneering photoemission (PE) experiments involving
ment potential of liquid waté? yields the lifetime almost  llquids, usually nonaqueous, were performed by K. Siegbahn
correctly. and H. Siegbah#® applying photoelectron spectroscopy for
. . . . chemical analysis (ESCA; see section 3.1). These were the
Force-field simulations are more practical and less expen-

_ dh h bund h dving | first experiments demonstrating the sensitivity of X-ray
sive, and hence, they are more abundant when studying large,,otoemission to the detection of intermolecular potentials
complex systems, such as the interface of aqueous sal

; . : : ; nd electronic reorganization in the liquid state and, in
solutions. In particular, when using polarizable potentials for ,qqition, showing the capability for investigating adsorption
solvated simple ions, MD simulations have proven to be well phenomena on liquid surfaces. Using Al Kadiation with
suited for reproducing the distributions of ions near the ,,, — 1486.6 keV and various experimental schemes for
aqueous solution interfacg.>+% MD simulations have  generating the liquid surface (see, e.g., an earlier review by
predicted enhanced interfacial concentrations of the larger, Faubel9), PE spectra were obtained from pure solutions of
more polarizable ions, such as iodide and bronifgé - methanol, ethanol, formamide, and glycol; from ionic
In contrast, the smaller fluoride anion is repelled from the electrolyte solutions, such as Nal, KI, and Mn(§©in
surface. The results are consistent with asymmetric aniong|yco|;1zo and from very concentrated, 7 M, aqueous LieI.
surface solvation inferred from some experimental cluster (jnder the given experimental conditions, liquids of suf-
studies?” Clusters are considered good model systems for ficiently low vapor pressure had to be used; high-vapor-

ion solvation>*%97"112yet experimental cluster studies are pressure liquids such as water salt brine or ethanol, which
usually confined to containing either anions or cations at one haye low freezing points, were cooled+al0 °C to reduce
time. Hence, certain aSpeCtS, such as double-layer formatIOQhe vapor pressure below 1 mbar. These authors were the

or ion pairing, are difficult to access in cluster studies. first to thoroughly introduce the concept of ESCA into the
_ . study of liquid-phase systems, including a broad discussion
1.2. Purpose of This Review of various experimental aspects and a detailed consideration

. ) ) ) , of the liquid-specific peak energy solvation shifts with respect

The present review begins with an overview of previous +tq the gas phase. A detailed account of the liquid energy
and ongoing experimental developments in pursuit of PE reference level, sample charging, and chemical shifts was
spectra from highly volatile, usually nonaqueous solutions presented? and an interpretation of the measured electron
and the current understanding of liquid water and aqueouspinding energies of aqueous ions within a simple continuum
solutions on the microscopic level based on recent experi- model description was also given. In addition, the comple-
mental and theoretical progress. The first aspect includes anmentary character of valence and inner-shell PE, when
introduction to the principles of photoelectron spectroscopy, applied to liquids, was addressed. Reference 121 focuses on
with a focus on liquids. We then discuss the liquid microjet the correlation of the liquid-to-vapor peak shift with molec-
technique as used here and give a thorough account of thaylar size and solvent polarizability. For the first time, the
thermodynamic properties, including equilibrium consider- H,0 O1s binding energy of “liquid water” is reported (538.0
ations, of the jet surface. In reviewing photoemission, we eV), obtained, however, f& M aqueous LiCl, as shown in
describe the main features of the technique without giving Figure 1.
much of the theoretical background, which can be found A5 3 means to map ion surface concentration profiles,
instead in the respective referen€&8>'!“The electron range  gypsequent angle-resolved PE studies on tetadkylam-
is discussed in the context of the probing depth of the monjum halides in formamide123were aimed at determin-
technique. Although the electron range in matter has beenjng the effect of the alkyl chain length and the size of the
studied in great detail over the past several yé&rthere is  counteranion on the degree of surface segregation. In a
still considerable controversy regarding the reliability of the related work by Eschen et # on tetrabutylammonium
experimental data, which depend sensitively on experimentalipdide in formamide, involving angle-resolved PE studies
conditions!'®**’Especially for liquid water, no reliable data  from a 5 mmdiameter flat liquid surface, the segregated
exist. The second part of the present article reviews the latestsyrface monolayer was found to be followed by a subsurface
photoemission results, beginning with a summary of results region where the salt was slightly depleted relative to the
for pure liquid water. The discussion focuses on gas-to-liquid bulk concentration. The resulting concentration depth profile
peak shifts (orbital energy shifts), peak broadening, electron of 0.5 M tetrabutylammonium iodide (TBAI), inferred from
energy losses, and photoionization cross sections. This isC 1s signal evaluation, is shown in Figure 2. In another series
followed by a presentation of photoemission results from of angle-resolved PE experiments, a number of tetrabutyl-
aqueous solution systems thus far studied in our PE ap-ammonium-based and fatty acid potassium salt surfactants,
paratus, using extreme ultraviolet (EUV) radiation. These again in formamide solution, were studied, and the details
are largely prototype alkali halide aqueous solutions, at salt of the electric double layer at the solution surface were found
concentrations considerably above the DebMéckel re- to depend strongly on the aniétt.Beyond these two reports,
gime>’ The obtained vertical ionization energies and vertical we are aware of only one other group that has obtained
detachment energies of the aqueous ions are compared t@hotoemission spectra from liquid solutions. Ballard é¢al.
predictions of different theoretical models, and the PE signal reported the Hel PE spectra of pure ethandiol and of a
dependence on salt concentration is discussed in the contexsolution of tetrabutylammonium iodide and bromide in
of the propensity for anions to exist at the surface. In ethandiol. Their solutions were in the form of a liquid jet.
addition, we present comparative PE measurements fromThe main conclusion from their work was that surface ten-
surfactants (we have used hydrophobic tetrabutylammoniumsion can be linked to the question of whether a given halide
halide salts), which are useful in singling out surface vs bulk anion can exist at the solution surface; only if anions exist
solvation. at the surface could the characteristic peaks be directly
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ments with tuneable vacuum UV light up to 10 eV, which,
Ots at that time, was the transmission limit of the windows used.
Nearly 25 years ago, Delahay et'#lrecorded the energy-
= 30V integrated total electron _yield (total _photocurrent) fr(_)m
ace agueous solutions, collecting photoemitted electrons with a
eV | = Faraday cup placed above the liquid surface. This threshold
. : method is useful in the determination of the highest occupied
a energy level, and hence, these early studies were the first to
.......................... — provide a spectroscopic value for the top of the conduction
— band of solutions of inorganic salts. Threshold energies were,
H.0 in fact, reported for a large number of inorganic anions and
BV iguid for some cations, with ionization energies lower than that
of liquid water; additionally, the value for the lowest ioni-
HO | - Vaec=0V zation energy of liquid water, 10.06 eV, was reported for
gas . - the first timé?® (see Figure 3). Similar threshold experiments
T T
b
e | z
545 540 535 5
BINDING ENERGY (V) s -
Figure 1. O 1s photoelectron spectra from high-concentration LiCl § S
agueous solution for Al | excitation. Panel a was obtained by ©02r B >
applying an electrostatic potential of 30 V over the sample < A3 ©
compartment in order to diminish the gas-phase signal. In the § )
absence of an acceleration voltage, the gas-phase and liquid-phase K &
signals can be measured simultaneously; the O 1s electron binding 2 ©
energy in the liquid is shifted by 1.9 eV to lower energies as ? 01k bS
compared to the gas-phase value. Reprinted with permission from 2 7 i 10
ref 121. Copyright 1986, Elsevier. 10.06 (_A )
0.25 7
) I et 1
10 10.5
0.2- PHOTON ENERGY (eV)
il Figure 3. (A) Threshold photoemission spectrum of liquid water
= at 1.5°C. (B) Threshold energyg; = 10.06 eV, determined from
E o154 a linear plot of theY 25 vs photon energy, wher¥ is the yield.
g Reprinted with permission from ref 128. Copyright 1981, Elsevier.
E were later continued by Watanabe et'&lthen focusing on
g ] surface-active salts, e.g., tetrabutylammonium salts, in aque-
2 ous solution. The measured threshold energy for ionizing
HAs iodide in aqueous TBAI solution, shqwn in F_igure 4, appears
i to depend strongly on concentration. This behavior was
believed to reflect changes in the water coordination
Omwl numbert?°

Figure 2. Concentration depth profile of 0.5 M tetrabutylammo-
nium iodide (TBAI) in formamide obtained from C 1s signal

The first electrorenergy-resaled photoemission spectra
of liquid water and low-concentration agueous solutions were
reported by Faubel using a novel liquid microjet technique,
reviewed in ref 119. In these earlier studies, Hel radiation

evaluation in angle-resolved photoemission using synchrotron (21.218 eV) was used for photoexcitation, which was
radiation. S_alt cpncentratio_n is expressed by the molar fractio_n, andsyfficient to guite accurately measure the,1®s, and 1h
the depth is given in units of layers. Each bar in the figure \g1ence orbital energies of liquid water, as well as the

corresponds to a single molecular layer, which is assumed to be ; ; ;
ca. 1.5 A thick. Within a distance of about 12 A from the surface, phot(;)ge_tachmlent engrglgsptl):_f the aqu$0u3 hall_de a?;ﬁl?_)ns_a
an enhanced salt concentration is observed, whereas at largefn @ddition, valence-ban spectra for a series of liqui

distance, between 20 and 40 A, the salt is found to be slightly but alcohols, methanol, ethanol, propanol, and benzyl alcohol,
significantly depleted relative to the bulk concentration. The shaded with vapor pressures even higher than that of water, were
areas represent the standard deviation. Reprinted with permissiorreported for the first timé!®131.132Reviewed in the present
from ref 124. Copyright 1995, American Institute of Physics. article is the continuation of these studies: extending the
number of aqueous systems and extending the photon energy
observed in the Hel PE spectrum. Another wéfkliscusses o 120 eV using high-brilliance synchrotron radiation and
the relative PE Signal obtained from adiponitrile, tris(dioxa— having devek)ped various technical aspects for the experi-
3.6-heptyl)amine, and mixtures of the two in terms of surface ments when operated at the synchrotron beamline. The PE
concentration, using Gibbs’ adsorption equation. measurements from liquid water and from aqueous solutions
The first extensive PE studies from liquid water and reported here and in the earlier review by FatilSelre the
agueous solutions were photoelectron appearance measurenly reported data of this type, except for the aforementioned
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e S B also discussed by Soper et %" Head-Gordor{/° and
Parrinello® X-ray absorption (XAS), X-ray Raman scattering
n _ (XRS), and X-ray emission (XE) data for liquid water have
. been reported by Nilsson et &t.87.88.92154155Gjeghahn et
6.8~ . al.?11%6 and Saykally et af*9%15"Ultrafast (time-resolved)
studies in the infrared region have been presented, for
example, by Bakker et d%'58 Elszsser et al®?767" Fecko
6.6 - et al.®1 and Skinner et &° Recent theoretical progress in
the description of water can be found, for example, in refs
B - 61, 71, 82, and 95. Finally, in 2004, water highlights were
selected for “breakthrough of the year” publicatiéffayhich

" ERleV

84 7] emphasized the many unresolved and controversial issues.
n i Probably the most debated issue is the recently proposed
+ strong prevalence of water molecules with broken hydrogen
6.2~ ¥ ", ' i bonds. Primarily on the basis of XAS studies complemented
P R U BT S | by DFT calculations, as many as 80% of water molecules
0 20 40 in liquid water were concluded to have only two strong

Crga-1/ mmol dm™2 hydrogen bridge bonds, one donor and one accépfiis

Figure 4. Plot of photoemission threshold energtgsfor iodide would suggest that liquid water is made of chains and
in tetrabutylammonium iodide (TBAI) aqueous solution as a rings216% as opposed to the tetrahedral (ice-like) configu-

function of salt concentration. The data seem to indicate dehydration __: .
of surface iodide (cf. text). Reprinted with permission from ref 129. ratlon c.:ommor)ly assume.d n te?(tbogks. The regults' are also
Copyright 1998, Elsevier. inconsistent with all MD simulation¥° As shown in Figure

5, the strongest experimental evidence for the conclusions

X-ray photoemission spectroscopy (XPS) study from high- drawn in ref 92 is the striking resemblance of the XA spectra
concentration Tn LiCl aqueous solutioridt and a Hel study for bulk liquid water and surface ice, whereas the bulk liquid
of the salt depletion on highly concentrated aqueous solutionsSPectrum is very different from the bulk ice spectrum. Most
of CsFI3 At the time of this review, we had begun crucial in this comparison is the preedge absorption feature
measurements of the,B oxygen 1s spectrum from water near 535 eV, which was assigned to water molecules with
and aqueous solutions, by extending~500 eV photon  One donor hydrogen bond brok&?The preedge structure
energy. Liquid (time-resolved) PE studies with laser pulses, iS present in both ice and liquid water, but it is stronger for
which complement transient absorption measurements on thehe latter, which is indicative of the partial rupture of the

structure and dynamics of the solvated electfof3 134153 hydrogen-bonding network. However, the determination of

have not yet been reported. a quantitative value, to derive the actual fraction of broken
hydrogen bonds, is complicated. Smith et®have pointed

2. Current Knowledge of Aqueous Solutions and out the importance of the correct choice of an energetic

the Liquid —Vapor Interface hydrogen_-bond criter_idﬁ and argue_d th_at the preedge
intensity is very sensitive to small distortions of hydrogen
A detailed quantitative picture of the microscopic surface bonding in the tetrahedral network. In addition, smaller
and bulk structure of liquid water and of aqueous solutions changes in the preedge can be attributed to the breaking of
is about to emerge as a result of progress in theory andan acceptor hydrogen boA#. Recent calculations of the
experiment over the past few years. Yet, this emerging complete NEXAFS data for bulk water simulated by first-
microscopic picture of liquid water leaves quite some room principles MD have, in fact, revealed that the breaking of
for controversial interpretation of the new spectroscopic data. donor bonds increases the preedge and decreases the main-
edge feature. However, a much smaller fraction, 19%, of
2.1. Liquid Water broken hydrogen bonds was found compared td‘ee.

The importance of liquid water in almost all aspects of  Interestingly, the perfect tetrahedral structure model of
life, and the many peculiar anomalies of water have fas- liquid water could not quite explain such phemomena as
cinated researchers in all fields of natural science. Despiteflowing liquid water. Neutron and X-ray scattering experi-
the apparent structural simplicity of the® molecule, the ~ ments show that the rigid tetrahedral structure, as seen in
corresponding liquid is very complex, and the amazing inter- ice, is partially broken for liquid water, giving rise to an
molecular hydrogen-bonding network continuously offers open tetrahedral structure of the first coordination stéf.
new and fascinating facets. This network undergoes complexExperimental coordination numbers vary between three and
structural changes on ultrafast time sc&e;66.76.7781.95145  four;163 X-ray scattering data, e.g., give 377 Simulated
allowing for the complexity in structures and properties. The coordination numbers depend on the theory employed, as
fascination with liquid water still strongly exists and has led well as on the procedure of accounting for the average
to a number of recent reviews on the subject. Head-Gordonnumber of hydrogen bonds that are synchronously formed
et al.’ for instance, reviewed the progress in structural by any water molecul®.Local structure is directly correlated
characterization of liquid water based on scattering (diffrac- with the local charge distribution and, hence, with the
tion) experiments and theory, including the simulation of interaction potentials of water. Consequently, when assuming
water structure and the performance of simulations for animbalance of charge density between oxygen and protons,
various properties of liquid water. Their article also thor- as proposed from XAS studi€ssimulations must use an
oughly accounts for early research activities on a broad rangeasymmetric model for the water structure. However, to date,
of water topics. Results of water structure from neutron an asymmetric charge distribution in liquid water has not
diffraction (ND) and X-ray diffraction (XD) studies were been indicated by ab initio MD simulations. Most recently,
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Figure 5. X-ray absorption spectra for water molecules in different
hydrogen-bonding configurations, where ice lh bulk and surface
spectra are compared with spectra of liquid water (at two temper-
atures). Most importantly, the liquid-water XA spectrum (d)
resembles that for surface ice (b), both exhibiting a peak in the

Winter and Faubel

and the second coordination shell of liquid wafeiis
reported to range between 1.8 and 1.88£9.16%nd again,
the value is strongly model-dependént.

The water network dynamics at shorter times, involving
ultrafast intermolecular vibrational energy transfer (over
many water molecules) and relaxation, has been most directly
probed by the infrared spectrum of the OH stretching and
bending vibrations at various,B/D,0 ratios in liquid water.
Using nonlinear-infrared spectroscopy, as outlined above,
different stretch vibrational relaxation times, of 6.2.0 and
2 ps, respectively, were observed for @ft-166and OD®
Measurements of the frequency fluctuations in the hydroxyl
stretché! on the <200 fs time scale, were assigned to the
underdamped displacement of the hydrogen-bond coordinate.
The dynamics at the longer time scale of 6172 ps
correlates with the collective structural reorganizétion
involved in the breaking and making of hydrogen bonds. In
a MD study of the hydrogen-bond dynamféshis longer-
time response was concluded to be due to thermal nftion
rather than IR-induced vibrational predissociattéfiunder
fully resonant conditions, for the dynamics of the OH stretch
in pure liquid HO, energy redistribution within the hydrogen-
bonding network is even faster. Liquid water loses the
memory of persistent correlations in its structure in only 50
fs.”7 The lifetime of the OHbendingvibration is 170 fs in
pure HO,’8 which is about a factor of 2 shorter than for
H,0 diluted in xO. This lifetime is determined by couplings
to the fluctuating liquid environment, likely involving
librations?®

There is also supportive evidence for the existence of
distinct water species from femtosecond IR purppobe
experiment$? The slow and fast components of the orien-
tational relaxation of HDO molecules in liquid water were
assigned to strongly and weakly hydrogen-bonded water
molecules, respectively. In a similar stuththree dominant
water species were identified by their rotational time
constants. This interpretation has been questioned, however,
because strong negative feedback (thermal) effects in the
hydroxyl OH stretch vibration excitation in liquid water tend
to increase the observed relaxation times by as much as a
factor of 4, from 0.3 to 1.1 p%-%8Interestingly, the existence
of distinct water species in liquid water was already
considered more than 100 years ago byntgen'®® In his

preedge region (around 535 eV), a dominant main edge, and lessyork “On the Constitution of Liquid Water”, with a focus

intensity in the postedge region as compared to bulk ice (a). Hence,
the preedge region is assigned to water molecules with a broken

or distorted hydrogen bond on the donor side, whereas the postedgé)

feature is assigned to water molecules in the tetrahedral configu-
ration. Other spectra: (c) NHerminated ice surface, (e) bulk liquid

at 25°C (solid line) and 90C (dashed line), (f) Difference spectra
of 25°C water minus bulk ice (solid curve) and 80 water minus

25 °C water (circles with error bars). Reprinted with permission
from Science (http://www.aaas.org), ref 92. Copyright 2004,
American Association for the Advancement of Science.

Soper® interpreted existing neutron and X-ray diffraction
data using an asymmetric water potential and found that quite

on water's anomalies, two different water species were
ostulated, one being ice-like and another not specified.

Thesurfaceof liquid water contains a considerable amount
(probably about 20%) of water molecules with one free OH
bond (non-hydrogen-bonded) pointing out of the liquid, and
the other, hydrogen-bonding OH pointing into the bulk
liguid.82 In this configuration, initially inferred from surface
sum frequency generation (SFG) studies, the permanent water
dipoles are nearly in the surface plane, consistent with the
very small surface potential of waté More recent XAS
studie$* have indicated the existence of another surface water

accurate representations of the diffraction data were possibleSPecies, the acceptor-only configuration, in which both OH

(as is also the case for the symmetric model). The hydrogen-
bond lifetime in liquid water is approximately 0.5 #4,and

the mean residence time of a water molecule in the first
hydration shell is about 1.5 §87476:95.1580r a temperature
rise from 10 to 9CC the fraction of non-hydrogen-bonding
hydroxyl bonds increases by a factor of'2?The hydrogen-
bond length, which is the result of a collective (and
heterogeneous) superposition of contributions from the first

bonds of the water molecule are directed toward the vacuum.
This conclusion was based on the change of the O 1s preedge
structure in a comparison of the surfaces of ice and liquid
water® The results are in agreement with ab initio MD
studies by Kuo and Mundfp.

Judging from the above discussion, there remains an

obvious need for new experiments and more advanced
theory. To the experimental end, photoemission studies,



Photoemission from Liquid Aqueous Solutions Chemical Reviews, 2006, Vol. 106, No. 4 1183

which are the topic of this article, are expected to shed light p@)p,

on many of the above questions. So far, the use of PE 00 05 10 15 20 25 30
spectroscopy for studying the structure of liquid water has A
been barely mentioned, despite the fact that PE can provide| & , . ;
complementary information when compared to related [
techniques, such as XAS or XES. A particularly advanta- |;
geous feature of PE is the variable probing depth. For 5
instance, when combining the probing depth variation with %
the local bonding information accessible by inner-shell PE, I .
it would seem feasible to measure thg+bxygen 1s orbital ———————r—
energy for a specific local environment (e.g., surface water,
bulk water, or water in a solvation shell). However, all of [%
the presently available PE data have been obtained for photor(%; %
energies lower than 120 eV, too low to address such an issue 255

2.2. Aqueous Salt Solutions

A currently debated aspect of aqueous solutions is the
distribution of ions in the near-surface region. Whether
simple ions can exist right at the solution surface is important %
for the physics and chemistry of electrolytes and has recently } x.:
been realized to also be crucial for the surface chemistry at { A
the solution liquid-vapor interfaces. For example, halide ions |3 )
at the surface of atmospheric aerosol particles can control =
oxidant levels in the marine boundary layer of the atmo-
sphere, and they play a crucial role in the chemistry of ocean
surfaceg? 1720211700y jnstance, the reactive uptake of-Cl
(g9) and Bg(g) by agueous ha_hde_ solutions, studleq in the TN NG T
context of chlorine and bromine in the stratospheric ozone ﬁﬁﬁ,@?ﬁ;“‘r
destruction process, has revealed the importance of gas |zt ’*-f_‘g;u'-*'?*

liquid interface chemical reactio%.Hence, the solution i 50 G gy ST 0
interface was realized to serve as a, previously unknown, gigyre 6. (Left) Snapshots from molecular dynamics simulations
halogen source that can help to improve modeling of the showing the interfacial distribution of sodium cations and halide
global halogen cycle. This new insight from the atmospheric anions for the alkali halide aqueous solutions. (Right) Plot of the
community has challenged the commonly accepted thermo-respective number densitie$z) of water oxygen atoms and ions
dynamic description of ions (anions and cations) as being Vs distance from the center of the slabs in the direction normal to
entirely repelled from the solution surface by dielectric the interface, normalized by the bulk water densay,The colors

lecirostatic i f Earlv th tical treat ts b of the curves correspond to the coloring of the atoms in the
glectrostatic image torces. tarly theoretical trealments DY gna55h0ts. Important to notice is that the small sodium cations are

Onsager and Samaradargely developed to explain the ajways depleted from the surface, as is also true for the small
experimental change of surface tension upon the addition offluoride anions. However, for increasing anion size and hence
salt, did not require microscopic details. Although the initial polarizability, the propensity of anions to exist at the solution surface
Onsager model for electrolyte solutions and Subsequentincreases. For Nal solu_tion,the_ two ion distributions are separated
modifications taking into account specific iesolvent DY ca 3 A. Reprinted with permission from ref 30. Copyright 2001,

: : : . . American Chemical Society.

interactions are incapable of correctly reproducing experi-

mental surface tension measurements, the concept of an iontheory, detailed in section 2.3. Finally, these MD simulations,
depleted surface layer has still become the standard textbookusing polarizable potentials, appear to be consistent with the
picture/*’* More recent state-of-the-art continuum models, observed changes in surface tension as a function of salt
as well as earlier MD simulations, could, in fact, predict ion concentration. Note that the existence of surface ions would
adsorption at the solution surface for some specific ci8es. not necessarily contradict the classical Onsager-type theory
The newly emerging theoretical picture of the aqueous as long as the subsurface region were sufficiently depleted
solution interface is based on molecular dynamics simulations of ions, so that the net effect would still be that of a lower
that explicitly incorporate waterion interactions and surface ion concentration in the overall interfacial region. This new
structuret’:30-34173-18 These simulations are very sensitive picture is now subject to experimental verification, having
to the potentials employed; when polarizable potentials are spawned a series of sophisticated investigations that provide
used, larger and more polarizable anions, such as iodide andhe necessary surface sensitivity and that can be readily
bromide, are found to be enhanced at the surface. Snapshotperformed at high vapor pressure. Nonlinear optical methods,
from such MD simulations of sodium halide solutions are such as vibrational sum frequency generation (VSFG) and
shown in Figure 6 (from ref 30). The larger, more polarizable second-harmonic generation (SHG), with their ultimate
halide anions are present at the surface, and iodide andsurface sensitivity, are thus ideal techniques for this purpose.
bromide even have higher concentrations in the interfacial Complementary PE spectroscopic techniques are usually
region than in the bulk. The smaller nonpolarizable fluoride more difficult to apply, as they require the coupling of high

is repelled from the surface. Notice that such differential vapor pressure and ultrahigh vacuum.

segregation implies the formation of an electric double layer, VSFS42?% studies of aqueous salt solutions (NaF, NaCl,
separating the anions and cations by ca. 3 A. This distanceNaBr, Nal), using isotopic mixtures of water, were the first
is about the Debye length expected from Ge@hapman to reveal the presence of anions in the interfacial region. Sum
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frequency spectra of NaF, NaCl, NaBr, and Nal, with net significantly diminished population of anions at the up-

water spectra overlaid, from Raymond et%re shown in permost layer of the surface, but not at enhanced concentra-

Figure 7. Most noticeable are the changes in+3200 and tion. This does not necessarily imply that there is a top
surface layer of pure water, but only that the surface

016 016 mfNaF concentration of ions is small enough not to have any
3 1 significant effect on the bonding charactédn a similar
< VSFS experiment, combined with Raman and infrared
g spectroscopy measurements, the interfacial hydrogen-bonding
s network of aqueous solutions of halide s#lsas observed
- to be distorted, but only for bromide and iodide, not for
fluoride and chloride. Furthermore, the interfacial depth,
contributing to the VSFS signal, was observed to increase
3000 200 3400 3608 3900 in NaBr and Nal aqueous solutions with respect to that of
(S En——CUE § pure liquid water. The larger interfacial depth is consistent
with the MD simulations in Figure 6, showing that bromide
ety BRI and iodide segregate near the surface with a subsequent
::3 (m_' i enhancement of sodium below the anion top surface layer.
e More certain confirmation of the enhancement of anion
Z 0.08 concentration was provided in a subsequent resonance-
= 1 enhanced SHG experiment from alkali iodide aqueous
& 0.044 solutions in the 1 mM concentration rangieThe experi-
ooo—- mental .surface concentratio'n, inferred from .the measpred
i mlon ;2'00 ”'00 3(:00 mTon SHG signal, can be_ well fltteq to Langmuir adsor_pt|on
3 S s | isotherms (eq 2.7 with eq 2.8 in section 2.3), despite the
crude assumptions made in this model. Results for low-
concentration Nal solutions, using different laser wavelengths
0.164  0.03 mfNaCl of 425-550 nm, are shown in Figure 8. The large negative
3 0124 ]
E 0.08 - |
= ] C
& 0,04 a
| Vo § 1
0.00 = T T T T T 'g G50 0ot 002 003 oa D05 008 OC
3000 3200 3400 3600 3800 g 0.2 i
Wavenumber (em’ l) g
8
5 0.1 E
%7 003 meNal @
3 0124 0.0 1
E 0.08 1E4 1E3 0.01 0.1
E ] Concentration (M)
& 0.04- Figure 8. lodidesurfaceconcentration (main figure), as determined
i from second-harmonic signal (inset), of dilute Nal aqueous solutions
0.00 at different bulk concentrations, measured at several laser wave-
3000 3200 3400 3600 3800 lengths in the range 42%50 nm. The curves result from a
Wavenumber (em” ) simultaneous fit to the SHG response of a constant water back-

. S ground and an iodide response that follow the Langmuir adsorption
Figure 7. Vibrational sum frequency spectra of NaF, NaCl, NaBr, sotherm. The fits result in a Gibbs excess free energy of adsorption
and Nal aqueous solutions; concentrations in mf (molar fraction) of 6.1 + 0.2 kcal/mol. Reprinted with permission from ref 27.
are indicated. The neat water spectrum (gray) is shown for copyright 2004, Elsevier.
comparison in each panel. Peaks at 3705 and 3454' @are

afsigggg to éhgsgge %”d donor OH d\;ibratt)iorljs, res?fct“"ﬁ'ya P‘ﬁ""ksvalue for the surface excess free energ$,1 eV, obtained
at~ an Ccm are assigned 1o viprations of tetranedral T : : :
coordinated interfacial water. Rgeprinted with permission from r)éf from the fitis supportive of the formatlc_Jn of ananion surface
26. Copyright 2004, American Chemical Society. monolayer. In a subsequent work investigating agqueous
solutions of NaSCN¢? the experimental SHG data for
3325 cn?! regions, which can be assigned to vibrations of aqueous SCN were presented together with a simulated
the tetrahedrally coordinated interfacial water molecules. The interfacial density profile of the ions. This profile cannot be
intensity decrease in this region for NaF solution, and the extracted from the experiment, even though exactly the
increase for the other solutions have been attributed to theinterface is being probed. Only a minimum of the Gibbs free
enhancement and weakening of the water bonding networkenergy within the interfacial region can be established,
in the surface region, respectivéfUnlike the tetrahedrally =~ because the SHG signal is a (weighted) average over the
coordinated features, the uncoupled free OH residing in the entire range of broken symmetry. Consequently, in addition
top surface layer does not exhibit significant spectral changesto the problems that can arise from the simplified assump-
of any of the salt solutions. This minimal perturbation of tions contained in the Langmuir model, the analysis is
water molecules in the topmost layer thus suggests ameaningful only to the point that this weight factor can be
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reproduced. The issue is further discussed in section 5.2.1the charge cavity is required; the meaning of such a radius
where the SHG and PES results are compared. In contrasis not well defined, however. Also, the distance at which a
to the SHG case, PES tends to probe a larger interfacialcharge can affect the water structi?é®>18 in textbooks
region, and hence the PE signal, in the case of Nal aqueousknown as the structure-making or -breaking effeet>188.189
solution, is more difficult to evaluate quantitatively. is not fully understood. It has been commonly assumed that

Probably the clearest confirmation of the existence of ions certain ions either enhance or weaken the water network
at the solution surface comes from a very recent PE study structure. This macroscopic picture has recently been chal-
of saturatedKBr and Kl aqueous solutions performed in a lenged, though, by Bakker et &h/> who studied the
high-pressure spectroscopy vacuum systestarting from dynamics of water molecules in solvation shells in IR
a well-defined alkali halide single-crystal sample, PE spectra vibrational femtosecond pumjprobe experiments. Using
were then measured while the water vapor pressure wasaqueous salt solutions ob8/HDO mixtures, it was possible
increased (function of humidity) until the solid surface had to selectively measure the response of solvating water given
liquefied. Under the experimental conditions, the sample is that OH vibrational lifetimes are much longer for HDO
at rest, and the role of radiation-induced effects is not very molecules in the first solvation shell. Then, in measuring
clear. A key feature in this experiment, which uses synchro- the orientational correlation time of water molecules, the
tron radiation, is the appropriate choice of photon energies hydrogen-bond structure was found to be negligibly affected
such that the photoelectrons emerging from an element-by the presence of ions. This has consequences for the
specific energy level would all have the same kinetic energy, mechanism responsible for viscosity changes in aqueous salt
hence allowing for identical probing depths. This enables solutions, which apparently is not caused by the hydrogen-
the determination of relative atomic concentrations, becausebond structure but rather by the rigid solvation shell, making
each ion species can be detected with the same probability the ion appear largéepb.

provi_ded that the photoionization_cross sections in aquUeoUs  cjassical Raman and IR spectrosciiiyas revealed that
solution were known. From the increase of the cation-to- e hyqrated electrolyte effectively perturbs the structure of
anion ratio at the deliquescence point, shown in Figure 9, it the bulk water in aqueous soluti®hThis perturbation was
50 : s : : argued to be consistent with an apparent density change of
[ water in solution associated with an increase in the hydrogen-
- m K bond strength of the bulk water. The determined structural
® BrK ] picture is that of ions isolated as clusters of hydrated ion
pairs, segregated in water. Hence, two principal water species
were inferred, consistent with the existence of separate water
and hydrated electrolyte subphases in solUtiéACoordina-
tion shell numbers were typically obtained from X-ray and
neutron diffractiorp1-5455198193 Also, neutron scattering data
from concentrated HCI| in H/D-substituted water have
. revealed information on the perturbing effect of solvated ions
0.0L . i ; ; in the characteristic water structure (which is usually assumed
o =S RS GIESO A 0L D to be tetrahedral). In ref 52, the ion-induced change of the
Photoelectron KE (eV) water structure, at high concentration, was found to be
Figure 9. Plot of the measured anion-to-cation photoemission strongly correlated with the effect of applying high pressures.
signal ratio as a function of the electron kinetic energy for saturated In fact, ionic concentrations of a few moles per liter have
Kl and KBr aqueous solutions. The larger ratio for the smaller equivalent pressures that can exceed 100 atm. The actual
probing depth at lower kinetic energies confirms the enhanced anion degree of water disorder in aqueous salt solution, as indicated

concentration at the solution interface. The leveling at ratio 1 near . L .
500 eV might suggest that equal amounts of anions and cationsP?Y the waterwater radial distribution function, strongly

are probed at sufficiently large distances from the surface. Accord- depends on the pair of ions ”?V0|Vé_ﬂln general, though,

ing to Figure 14, the probing depth at 500 eV is likely to be between quantitative interpretation of diffraction patterns in terms of
20 and 30 A, at which point the technique should be considerably real-space microscopic structure very much depends on the
bulk sensitive (compare also Figure 6). Reprinted with permission potential used in the simulatiof$.This aspect, which is
from Science (http://www.aaas.org), ref 29. Copyright 2005, intrinsic to any analysis of diffraction patterns from solutions,
American Association for the Advancement of Science. has been discussed in detail by Head-Gordon & al

was concluded that the enhancement of the anion concentra- Studies of theelectronic structure of aqueous solutions
tion at the solution interface is even larger than predicted by electron spectroscopic techniques are scarce because of
by MD simulations. Assigning reliable values to this behavior the high-vapor-pressure environment. This explains why
is complicated, however, because the electron probing depthprevious experiments were largely absorption measurements
is not precisely known, and instead, theoretical density (see below) and why photoemission measurements other than
profiles must be used. Electron binding energy shifts that those presented here are absent. Only two reports exist on
can exist between surface and bulk solvated ions were notthe valence orbital energy changes associated with ion
observed in this study of saturated salt solutions, despite thesolvation. Both are X-ray absorption studies (XAS; see
considerable variation of probing range. section 3.1), combined with density functional the#ti?*

The geometric structure of the ion solvation shell as well which are sensitive to the local electronic structure of water.
as the solvation energy, associated with the electronic Similarly to PE, the late start of liquid XAS is again because
polarization and the rearrangement of water molecules aboutof the requirement of a vacuum environment when using
a charge, are often described thermodynamically in termselectron detection. In ref 89, the chemical bonding of water
of the change of the Gibbs free energy. In the frequently in the first hydration shell to transition-metal ions was studied
used dielectric cavity model, an assumption on the radius of by oxygen 1s XAS. Features in the oxygen preedge region
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in Cr3* and Fé&' in aqueous solutions were interpreted in important materials, and in polluted atmospheres. Cluster
terms of orbital mixing between water and the transition- experiments have also served as an important tool for
metal ions. Reference 194 reports on the changes in thecalibrating and verifying the applied computational ap-
oxygen K-edge X-ray absorption spectrum when sodium proaches. Whether the ionization energies of the larger
halide salt is added to liquid water (up to 4 M). Again, clusters and that of the bulk solutih can be directly
supported by DFT calculations, the observed changes in thecompared is debatable for the following reasons. First, the
pre- and postedges were assigned to a significant perturbatiorconvergence to bulk values is relatively slow because of long-
of unoccupied molecular orbitals of water molecules in range solvent polarization effects; typically, inclusion of more
contact with an anion. No distortion beyond the first solvation than 100 water molecules is necessary to reach the onset of
shell was observed, in agreement with the above IR bulk behaviort’* Second, the population of solvation sites
vibrational experiments. Quantitatively, the XA spectral of the ions (interior vs surface) can change upon moving
changes were assigned to a red shift of the XA transitiéhs.  from clusters to extended systems, albeit with only a minor
A special electronic structural feature arising from the €f€Ct On ionization energies. Third, the typically considered
water—ion interaction is the unique effect of solvent water 19id low-temperature structure of water clusters differs

in stabilizing additional electronic states characteristic of the Significantly from that of a solution at ambient conditions.
anion—solvate complex (known as charge-transfer-to-solvent -
states CTT&49, T[r)ﬂs is currently a very active field of 2.3, L'qU'd SUfface Structure, Roughness, and

research! 613¢including chemical reactions with multisol- Adsorption Profiles

vated electrons at intense laser irradiafi$nEven though Properties of liquid surfaces can differ considerably from
the phenomenology of the CTTS process and its relationshipthe better known surfaces of solid stat&**Many differ-

to the production of solvated equilibrated electrons.e ~ ences arise as a consequence of the significantly greater
411741%has been known for some time, the general assign- mobility of liquid molecules, leading to the loss of the
ment of energies for CTTS transitions over the broad class periodic crystalline features. Greater mobility also gives rise
of aqueous anions is not well established. Furthermore, pastto an increased surface roughness of liquids and to a rapid
workers have speculated that there are Rydberg-like seriegshermodynamic equilibration of concentration distributions
of such CTTS states; however, these higher CTTS bandsof different surface-adsorbed molecular species by diffusion
overlap the liquid conduction band. Consequently, an areabetween the surface and the bulk liquid.

of current activity is to map out the formation of g via The structure of liquid surfaces thus appears disordered
these direct (conduction-band) and indirect (CTTS) path- in comparison with solid-state crystal surfaces. In X-ray or
ways#197.19%8Experimentally, this has usually been studied neutron scattering experiments from liquids, the prominent
by pump-probe transient absorption, using ultrashort laser crystal diffraction interference peaks at specified Bragg
pulses. To distinguish between the two processes, it wouldangles appear reduced compared to much weaker averaged-
be of great value to accurately determine the energeticout diffraction patterns. The scattering intensity is propor-
position of the conduction band with respect to the ions in tional to the structure fact&Kk), which is related in a simple
aqueous solutiot?® This is equivalent to measuring the way to the Fourier transform of reduced configurational
valence photoemission spectrum, providing filledistribu- distribution functions (RDFs). In the simplest form, in the
tion of vertical detachment energies resulting from different spherical wave first Born approximation, the radial distribu-
(anion) solvation configurations. The importance of the tion functiong(r) for the probability of finding atom pairs
solvated electron extends well beyond the aspects mentionedat the distance, is related to the structure factor by

In fact, the crucial role of aqueous electrons in driving

chemical radical reactions in aqueous systems (often in K —1= (4ﬂ/k)f dr sinr) r g(r) (2.1)
biological systems) has recently been reviewed in great detail

in the context of present and future energy technolofifes. Here, the momentum transfde = (47/Ai) sin@/2) is

Recent an_d earlier discussions on the dynamics of excessietermined by the scattering angleandA is the incident
electrons in water, and on the structure of the solvated wavelengtt%2% Surface density distribution functions are

electron, can be found in refs 63, 14045, 149-153, 201,  measured in X-ray diffraction (elastic and inelastic) and
and 202. A quantity related to the valence-band structure of electron diffraction interference experiments, such as surface
bulk aqueous solution is the ionization potential (IP) of an extended X-ray absorption fine structure (EXAFS) spectros-
ion solvated by a well-defined number of water molecules, copy, whereas neutron diffraction techniques seem to remain
as measured for gas-phase clustef8”!! Clusters, in  reserved for the study of bulk solutions. For liquid water,
addition, have served as invaluable model systems in theone obtains radial distribution functions of the (averaged)
investigation of the nature and dynamics of the solvated intermolecular distances-@D and of the hydrogen positions.
electron’3*135 Experimental and theoretical cluster studies RDFs can also be directly linked to numerical simulations,
have focused on elucidating IPs, as well as structural featuresand RDFs are thus important ingredients when testing theory.
and energetics, related to the sequential solvation of ions byFor more detailed discussions of structural information on
a well-defined number of water molecules. This particularly liquid water inferred from scattering techniques, refer to
touches upon surface vs bulk solvation in water clusters, e.g.,section 2.1. The importance of scattering techniques in
I~(H20),.%" Surface solvation in water clusters has also been accessing the structure of aqueous solutions was addressed
the focus for complex anions such as benzene dicarboxylatein section 2.2.

dianions** or the doubly charged sulfate ($0) and oxalate The surface motion of soft liquids and the geometrical
(C,0427) hydrated aniong®1%81190xalate, for example, is  shape of the liquigrsurface interface are primarily controlled
an important inorganic dianion commonly found in solutions by surface tensions. The microscopic surface structure of
and solids; the carboxylate functional groupGOO) is liquids at rest is very smooth, but it is roughened by thermally
ubiquitous in biological systems, in many technological excited capillary waves, which is the liquid correspondence
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to solid-state transverse surface phonons. Surface capillarybeen reported'® Near the wavelength limit set by intermo-
waves travel with a phase velocity on the order of 10'ms lecular distance, the simple macroscopic capillarity wave
for molecular liquids such as wat&.2% If z(r) is the theory was observed to fail for liquid-water surfaces.
component of the interface displacement in the normal According to this study, the apparent short-distance surface

direction at a lateral position then the average quantity tension at very high wavenumbeis,< 3 A, decreases from
its bulk value by as much as a factor of 5, indicating that, at
o® = [z(r) — Z0)]’0 (2.2)  very short capillary wavelengths, the surface roughness is

i increasing. Tentatively, this result is attributed to a conjec-
defines the surface roughnessin the theory of thermal  y,red decrease of the molecular cohesion potential in

capillary waves, the surface roughness is related to thesngstrom-scale surface protrusions with high surface curva-

surface tension by ture218
112 In addition, liquid surfaces differ appreciably from solids
o, ~ (kgTly) (2.3) by the rapid exchange of surface molecules with molecules

in the bulk liquid by diffusion processes. Furthermore,
because of the high vapor pressure of water solutions, a rapid
®xchange of molecules also takes place across the fiquid
vapor surface boundary by evaporation and condensation.
The high mobility of liquid molecules is quantitatively related
to the fact that liquid-state diffusion coefficient3, are 5-7
'orders of magnitude larger than for solids. For liquid water,
the (bulk) diffusion constant i® = 0.6 x 10°cm? s at

T = 298°C 215216 Syrface tangential diffusion rates can be
even higher. The solution of the planar diffusion equation
for the change of the concentration of a component A

where y is the surface tension and is the surface
temperature. The interfacial width has been represented a
a combination of an intrinsic profile width,, given by the
molecular structure, and the capillary wave contributign
The intrinsic surface roughness is on the order b1 A or
smaller. For the capillary-wave-induced surface roughness
a value 63 A was determined for liquid water at 298 by
grazing-incidence X-ray scattering spectrometry from liquid
surfaceg1%?11Similar measurements for nonaqueous liquids
yield for the surface roughness of ethamgl= 6.9 A20°
The expt’a&rimentally determined roughness for liquid metals
is 0. = 1 A for Hg.2*? The temperature dependence has been N2

studied for liquid gallium samples, with a roughness value dca/dt=—Dd CA/dXZ (2.4)
of o, = 0.80 A atT = 30°C, rising too. = 0.93 atT = 170
°C.2B For liquid potassium, the capillary wave roughness is
0. = 2;?12214see Table 1. The surface roughness values for

shows that the diffusion timey, increases quadratically with
spatial distancel

Table 1. Experimental Surface Roughness vs ty= d%47D (2.5)
Thermal-Capillary-Wave Theory Results for Selected Liquid$
surface The numerical values for the time for diffusion through one
o tensiony? (keT/y)2 exptl surface monolayer of waterd ~ 0.3 nm) is on the ordets = 1.2 ps
liquid (mN m™) (A) roughness. in the absence of strong potential barriers. This is comparable
H 485 0.9 ® to the rotational molecular reorientation time. For diffusion
g . -
Ga 750 0.75 0.80/0.95¢ over a distance of 30 nm, the equivalent of 100 monolayers
E o “157’2 3-2 gfi of liquid water, the diffusion time increases o= 12 ns.
2 \ i Thus, in contrast to essentially stable surface adsorbates on
ethanol 23 4.2 619 . oo oo .
solids, the adsorbate layer on a liquid surface is highly mobile
@ From ref 216.° From ref 212 From ref 21347 = 30°C.°T = and immediately (picosecond time scale) begins to dilute into
170°C. " From ref 2149 From ref 210." From ref 211 From ref 218. the bulk liquid
I From ref 209. € bulk Tiquid.

The equilibrium accumulation (or depletion) of a solute
component at the surface of a solution is determined by the
Gibbs adsorption free energy\G°,ss between solvent
molecules in the bulk and solvent molecules in the surface
adsorption layer, yielding the equilibrium constant

the molecular liquids are almost one order of magnitude
larger than the roughness of the investigated liquid metal
surfaces because of the significantly higher surface tension
of metals. Only for potassium, which has an unusually small
liquid metal surface tension of 0.1 Ny is the surface c/c = exp(—AG°,/RT) (2.6)
roughness in th 2 A range and, thus, comparable to that of ad

water. Also in agreement with the capillary wave theory, for the ratio between surface concentratizrand the bulk

the roughness of liquid surfaces increases with rising surfacegncentratiore of the solute, measured in moles per liter.
temperature and simultaneously decreasing surface tensionyegative Gibbs adsorption free energies lead to an enrich-
This is illustrated for gallium measurements at two different ment of solute at the interface surface, and positive adsorption

probe temperatures in Table 1. Supercooled water (77 valuesAG°.gs result in a relative depletion of the solute at
mN/m at —8 °C)*>2% and “hard water” with a high salt e surface.

content, therefore, have smoother surfaces. Water at more A frequently applicable model for simple surface adsorp-
elevated temperatures becomes rougher because the surfagg,, processes is the Langmuir adsorption isotherm for the

tension is reduced tp = 59 mN/m at 100C and eventually  goyte surface coveragé, as a function of the solute bulk
approaches the valye= 0 at the critical point. concentratiorc

In liquid metals, surface-induced layering has been ob-
served (Hg, Ga, In, K) in the first two or three subsurface 0 = bd(1+ bo) (2.7)
layers. Layering is not present in water or in ethaA60nly
recently, at very short length scales, have deviations from where 6 can range from 0 to 1 surface monolayer. The
the macroscopic capillary-wave theory of liquid interfaces surface coveragé in the Langmuir isotherm model is
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equivalent to the surface molar fraction of the solute. The 171). For more detailed investigations of near-surface

adsorption coefficierib is related to the equilibrium constant  distribution profiles of individual atom species in a solution,

by’ photoelectron spectroscopy with tunable synchrotron radia-
tion has a unique experimental advantage because the

b = (1/csopen) EXPAG®(dRT) (2.8) electron probing depth depends on the photoelectron energy

and can be varied in the range of interest (e.g., in Figure 6,

For dilute liquid aqueous solutions, the solvent concentration approximately from less than two monolayers to several tens

iS Csolvent= 55.5 M/L. By measurements of the liquid surface of monolayers) in a controlled fashion. This option is further

coverage as a function of the bulk solute concentration, the considered in section 3.2.

Gibbs surface adsorption free energy can be determined for

individual solute components in the liquid. . ; ila [ i

Note that the diffusion equations 2.4 and 2.5 imply that 3. Photogmission from Highly Volatile Liquids

the time to establish chemical equilibrium between surface- Photoemission (PE), or photoelectron spectroscopy (PES),

adsorbed molecules and the bulk liquid concentration the emission of electrons by photons, is one of the most

increases rapidly with decreasing bulk concentration of the versatile techniques in accessing the electronic structure

solute. For unidirectional diffusion kinetics, the equilibration (occupied states) of matter. When discussing PE from liquids,

time constant is proportional to which, in a way, combines certain aspects from solid-state
and gas-phase PE, it is useful to briefly recall the charac-
T~ (0/c)’D (2.9 teristic features of each system. PE spectra of atoms and

) ) molecules usually exhibit rather narrow lines, which in
where6/c is the ratio between the surface coverage and the condensed matter, are broadened as a result of electron

bulk solute concentration an® is the diffusion con- phonon Coup"ng, chemical bonding' and other interac-
stant*%22° For small surface concentration enhancement tjons113114Also, electronic valence states of all elements are
ratios of 6/c = 10, this time constant is in the lower concentrated in a comparatively small energy range, whereas
nanosecond range. For enhancement by a factéfof inner shell energies are usually well separated from neigh-
100, approximately 100 subsurfacial bulk solution layers have horing emission lines. In the valence-band region of a solid,
to contribute to build up the Langmuir adsorption layer, symmetry selection rules, when paired with the suitable
which requires diffusion times on the order of several 10 ns choice of experimental parameters (such as light polarization,
to 100 ns according to the estimate for the diffusion time detection ang|e] etc_), can provide a wealth of structural
given by egs 2.5 and 2.9. For many examples of aqueousinformation. This especially applies for highly ordered
solutions, which are discussed in section 5, this rapid systems, single-crystal surfaces or oriented molecules on
diffusion time scale is the typical case for surface adsorption syrface&!?114.203204.22225 gnd can be suitably accessed by

layer equilibration. Nevertheless, exceptionally long surface angle-resobed PE (detecting the emission intensities at a
equilibration times in the range of up to 30 ms have been given anglé!322422, The surface of liquid water is also
found in time-resolved surface second-harmonic generationordered to some degree, with the molecular dipole of surface
(SHG) experiments for the solute-nitrophenol at bulk  molecules being found within the surface plane. Then, a
agueous concentrations in the range from 5 to 100 ###%1? considerable fraction of the molecules have a configuration
These surface formation times are 2orders of magnitude  with one OH pointing out of the surfa@és38522tence, the

longer than the free diffusion kinetics time constant; they existence of a boundary surface might well dictate a certain
are attributed to the presence of a large reaction barrier forgegree of orientation, even for molecular liquids. For
surface |ayer formation in this partiCUlar case. The diffusion rand0m|y oriented gas-phase mo|ecu|e5, however’ angu|ar
equation and the statistical thermochemical theory of Gibbs effects average out for a single parameter, the anisotropy
surface adsorption chemical potential and of Langmuir parametefs. Such ordering effects should be observable in
adsorption isotherms, as discussed here, cannot providePE to some extent, even though the surface molecules are

information on the depth distribution profiles of solutes near mobile and continuously undergo exchanges with molecules
interface surfaces. This information, however, can be readily in the bulk.

obtained by advanced molecular dynamic simulations such
as the example shown in Figure 6 for individual electrolyte 3 1 Principles of Photoemission
ions.

A gqualitative model of the (weak partial) separation profile A comprehensive treatment of the theory of photoemission
of anion and cation charges near an interface is available incan be found, e.g., in refs 93, 113, and 114, and only a short
the Debye-Hiickel approximation only for electrolytic  introduction to the topic is presented here, sufficient to let
solutions. Within this model system the GoeuChapman readers become familiar with the most relevant phenomena
theory for electrolyte solutions predicts the existence of in the current study. Even though only very few PE
electrostatic £ potentials” and ion separation of positive and experiments with X-rays have been conducted with aqueous
negative charges within a concentration-dependent “Debyesolutions (see section 1.1) and none have been reported for

length” at boundaries. This length is proportionattd’?; it pure liquid water, it is useful to discuss PE from valence
extends over a liquid layer of 0.23 nm for= 1 M aqueous and inner shells. In a simple picture, PE refers to the
salt solutions and increases to 30.4 nm for= 104 M ionization of an energy level (enerdy,), which requires

solutions of monovalent salt ioA¥:2?'Similarly, electrostatic =~ absorption of a photon energy withv > E,. The kinetic
image forces near dielectric surfaces are invoked in modelsenergy distribution of photoelectrorsg,(hv), ejected from
explaining the partial depletion of the solution surface from all possible occupied states is the PE spectrum, which one
both anions and cations. This depletion gives rise to “negative measures in experiments using a suitable electron energy
surface adsorption” and leads to the well-known increase of analyzeft'32%4Synchrotron radiation provides the necessary
the surface tension of aqueous salt solutions (see, e.g., rehigh photon flux at high energy resolution over a wide range



Photoemission from Liquid Aqueous Solutions Chemical Reviews, 2006, Vol. 106, No. 4 1189

photoemission

A signal
El»dn ;—g.
PE‘k -
h\bl =
A
hv, e
secondaries
E - Feg=————- g — - &
e : SAD cutoff
£
@
:
E E, XE
@ i
g —
v
BE

Figure 10. (Left) Schematic of the energy levels involved in photoemission. If the photon ehergyceeds the electron binding energy

E, of a given valence or core level, an electron is ejected from the molecule (ionization), and its kinetic Bpergymeasured. The
distribution ofEgin(hv) is the photoemission spectrum. In the diagram, electron binding energies, BE, are drawn with respect to the vacuum
level, E,a, beyond which the ejected electron is free. The degree to which the measured photoemission spectrum reflects the actual density
of occupied states varies for different systems and, in addition, depends on the experimental conditions. Adsorbed molecular surface dipoles
with a component perpendicular to the surface cause a change of the surface pa®ntighich results in an energy shift of the low-

energy cutoff, as indicated in the figure. For the example shown, the surface dipole is assumed to be located in the top surface, the positive
charge is up, and the negative charge is down. (Center) Auger electron contribution to the photoemission spectrum that can occur for
core-level photoemission. (Right) lllustration of core electron promotiorhflyinto an unoccupied valence state (X-ray absorption; XA).

The absorption is probed by (Auger) electron detection or by measurement of emitted X-rays (XE).

of photon energies. Energy conservation then yields electron yield (TEY), and secondary electron yield (SEY).
The different techniques can be used to access different
Ep(N) + Ao = E, (N — 1K) + Ey, (3.1) probing depths and are thus useful in distinguishing bulk
from surface contributions.] One special aspect is resonant
Ex;(N) denotes the energy of the initial state of Mwelectron ~ Auger spectroscopy by which the delocalization time of a
systemEs N — 1K) is the energy of the final state, i.e., of qore—excned electron can be probed on the few femtosecond
an ion plus a photoelectron with kinetic enerByn; k is time scale; see, for example, Nordlund e¥afor an estimate
the initial level from which the electron was removed. This ©f the delocalization rate of the core-excited electron in ice.

relationship between binding energy, excitation energy, and Valence electrons are delocalized, with their wave func-
electron kinetic energy is schematically illustrated in Figure tions extending to neighboring atoms. This, for instance,
10. For relatively low photon energies, the lower binding leads to the formation of the bands in solids. Valence
energy levels (valence states) can be ionized, whereas botlelectrons are also responsible for chemical bonding, and
valence and core states can be ionized when higher photorhence, valence PE spectra contain information on the specific
energies are used. In addition, in the case of inner-shell nature of the bond. In addition to the discrete photoemission
excitation, Auger electrons appear in the photoelectron lines, valence PE spectra from condensed matter exhibit a
spectrum. They result from nonradiative decay of the initial pronounced (often disturbing) background of secondary
core hole, involving the filling of the core hole by an outer- electrons that peaks near the low-energy cutoff. The situation
shell electron, with the released energy being imparted tois illustrated in Figures 10 and 11. Notice that PE spec-
another valence electron, which then escapes into vacuumtroscopies of the valence and core region are often referred
with a kinetic energy characteristic of the system (Figure to as ultraviolet photoelectron spectroscopy (UPS) and X-ray
10, left). When excitation photon energies below the ioniza- photoelectron spectroscopy (XPS), respectively. The second-
tion threshold that fulfill the relatiohw = E; — E; are used, ary electrons are formed when the initial photoelectron loses
an electron from an inner shell can be lifted to an unoccupied energy (upon leaving the sample) through multiple inelastic
(bound) valence state (Figure 10, right); the excitation processscattering events with matter. More details are given in
obeys the dipole selection rul®The absorption cross section 3.2. The wave functions of core electrons are much
section, obtained by variation of the photon energy, is the smaller, being localized near the nucleus; core electrons are
X-ray absorption spectrum (XAS). This is the basis for X-ray not involved in chemical bonding. Core-level PE spectra
emission spectroscopy (XES), where one measures either theisually exhibit discrete element-specific peaks (because of
ejected electrons or the emitted X-rays. [In the former case, the 22 dependence of the respective binding energies, where
there are various possibilities for electron detection: Auger zis the nuclear charge), which makes X-ray PE an element-
electron yield (AEY) and partial electron yield (PEY), total specific method. In addition, energy shifts arising from the
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For the interpretation of the PE process, the so-called
5eV —| - “three-step?*3225229nd the “one-step” (see Martensson et
al. in ref 222) models have proven useful. The latter explicitly
accounts for the short mean free path of electrons in matter.
10ev— n In most theoretical descriptions, the PE process is assumed
to be instantaneous (sudden approximation). This is indeed
a fair assumption because the (photo)electron leaves the site
on the subfemtosecond time scale; the exact value depends
on the electron kinetic energy. Clearly, the approximation
is better suited for high excitation energies. For condensed
matter, however, the sudden approximation is never exact
e because of the effect of the mean free pafi#3! For an
interacting N-electron system, the sudden approximation
assumes that the photoelectron is decoupled fromNhe (
1)-electron state, so that the electron does not carry informa-
tion on the latter configuratioff? If it the remainingN — 1

EF Evac 1500 eV electrons are thought to have the same spatial distributions

ELECTRON ENERGY and energies in the final state as they had in the initial state

Figure 11. Schematic contrasting threshold, valence (UPS) and (frozen-orbital approximation), before emission of an elec-
inner-shell (XPS) photoemission spectra. Threshold emission (top) tron, the binding energy equals the negative of the orbital
is generally observed without energy analysis. The features in the energy of the emitted electron. This is Koopman’s thect¥m,

band structure regime in UPS (middle traces), typically for photon lecti laxati f th o lect d rel
energies<50 eV, are determined by selection rules. Secondary N€9!€CliNG relaxation of (e remaining electrons and rela-

electrons arising from inelastic scattering are responsible for the tivistic and correlation effects. A different approach in
signal background and the low-energy spectral cutoff (vacuum level treating photoemission is the adiabatic approximation, which
at zero kinetic energy). Core-level photoemission spectra (bottom) is generally used for low kinetic energies. Here, the electron
are characterized by isolated atomic main photolines and, in jeaves the system slowly enough that the other electrons can

addition, by a complex loss structure as well as by Auger electron st the effective potential in a self-consistent i&y.
features at constant kinetic energies. Reprinted with permission from

ref 114. Copyright 1978, John Wiley & Sons Limited. A special situation in PE can occur for photon energies
near an absorption threshold, which usually leads to the
chemical environment of a given atomic species can be increase of a particular spectral feature in the valence band.
detected with great sensitivity. These are the chemical shifts This enhancement arises from the coherent superposition of
that, in a most simplified picture, originate from the charge directly photoemitted electrons and Auger electrons (resulting
transfer involved in chemical bonding (and hence from the from the decay of the core hole following the resonant
resulting change of screening behavior of the valence excitation). As shown in Figure 11, the PE spectra from inner
electrons). The method is then called electron spectroscopyshells typically exhibit some kind of satellite structure in
for chemical analysis, ESC#3114.204 addition to the main photolines. These are final-state effects
There are additional effects that influence the kinetic involving multielectron excitations. Because the core hole
energy of the photoelectron. In particular, the sudden removalis created on a time scale much faster than the relaxation
of a core electron produces a perturbation of the remaining process, the emitting atom is effectively “shaken”. It is thus
“ionic” levels, which can relax so as to screen the core hole. no longer in its ground state during the primary photoion-
Orbital changes, electronic polarization, or charge-transferization. As a consequence, satellite lines occur, which
screening can hence cause spectral shifts. Obviously, ancorrespond to the excited states of the emitting atom. Peaks
important issue in the interpretation of PE data is to at higher binding energies are the shake-up satellites. Other
investigate the extent to which the measured spectrumfinal-state effects (associated with the creation of a core hole)
corresponds to the ground-state density of states. Thecan lead to still other satellite structures, such as shake-off
qguantum mechanical treatment of the processes is brieflyor shake-down satellitg43114
sketched here: The actually observed spectral density is, in Many phenomena in PE from crystalline solids are the

fact, the convolution of initial- and final-state wave functions, ¢onsequence of the periodic structure, where the electrons
which in thegsozgg zgzineral theory is expressed by the Fermi 5rq characterized by their momentum in addition to just the
golden rule™=4 binding energy in disordered samples. A powerful method
for assessing both electron binding eneegd momentum
R= (27/h)|W|H'|W,0F0(E; — E, —hw) (3.2)  isangle-resolved PE. This measures the photoelectron energy
and intensity in a given emission direction as a function of
which is the transition probability per unit time between two the polarization vector of the incident light and with respect
eigenfunctionsW; andW; are the initial-state and final-state to a given symmetry axis. The technique, for example, is
electron wave functions, respectively, of the same ground- highly suitable for the investigation of the dispersion of
state HamiltoniarH,. H' is the perturbation by the ionizing  electronic band structures, in the bulk and at the surface,
radiation field. In the dipole approximation, the perturbation which requires the determination of the electron wave vector.
can be expressed @ = E:D, whereE is the external In surface systems, symmetry axes are usually defined by
electric field andD is the dipole moment. The photoexci- the crystalline substrate structure or by the ordered adsorbate.
tation matrix elements in eq 3.2 can be considerably alteredIn some instances, for a given orbital symmetry character in
by selection rules, particularly when surfaces are involved, combination with the symmetry selection rules, angle-
and inelastic scattering and screening processes can affeatesolved PE can provide clear information on the relative
both the energies and the intensities. orientation of an adsorbed surface speé#édased on

40eV— B
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whether certain transition are allowed or forbidden for a  Aqueous liquid systems represent a sort of intermediate
given experimental geometry. situation, consisting of a disordered, isotropic bulk, with the
For randomly oriented molecules, as in the gas phase,possibility of surface structural order, although it can
angular effects are averaged out, and the only relevant axedluctuate. In any case, 4 orbital energies and molecular
in terms of symmetries are the polarization vector of the structures are different for the bulk and the surface, and these
incident light and the photoelectron detection angle, ex- differences should be detectable in PE. Likewise, energy
pressed by the differential cross sectia/dQ2. Within the shifts associated with watefon intermolecular interactions
dipole approximation, the photoemission cross section is can be expected. Even the study of molecular orientational
given by?28:235236 effects (although not very pronounced in aqueous systems)
by angle-resolved photoemission seems feasible. As men-
do/dQ = (0,/47)[1+(B,/4)(1+3P, cos B)] (3.3) tioned above, the water dipole moment is preferentially
aligned parallel to the water surface, but with a random
distribution in the surface plane. With PE, it is possible to
identify the changes of the total surface dipole of an aqueous
solution, for instance, as a function of salt concentration.
From the magnitude of this change, information on the
microscopic interfacial solution structure can be inferred, e.g.,
the relative location of anions vs cations with respect to the
interface, which is important when studying electric double-
layer formation at the solution interface. In condensed-matter
photoemission studies, the orientation of dipolar adsorbed
molecules has been revealed through the measured change
of the sample’s surface potentidd\®. Ad correlates with
the change of the normal dipole moment and can be
estimated using the Helmholtz equafithh

which describes the angular emission distribution in terms
of the polar emission angl® with respect to the polarization
vector of the light.3; is the energy-dependent anisotropy
(asymmetry) parameter 2 S = —1), andP; is the degree
of linear polarization (Stokes parameter) of the incident light.
At the magic angl® = 54.7 2% the differential cross section
becomes proportional to the total cross section, making this
a preferential geometry when determining the cross section
of a given orbital. Yet, with eq 3.3, the relative partial
photoionization cross sectian can be calculated from the
differential cross section, measured at any angle. For the
present experiment?; = 1 (synchrotron light is 100%
horizontally polarized), an® = 90°, so eq 3.3 reduces to

0, = 4n(do/dQ) (1 — f/2) (3.4) AP = dnhugféc, (3.5)
The elementary charge is denoteddpyn is the number of
surface dipoles per unit aredy is the change of the dipole
component perpendicular to the surfaegejs the relative
dielectric constant, and, is the vacuum permittivity.
Equation 3.5 can thus be used to calculate the preferred

Explicit cross-section plots, eq 3.3, for selected valuegs, of
namely,—1, 0, 1, 1.5, and 2, are shown in Figure 12. Phe

3,0 orientation of adsorbed molecules, provided that the mol-
1 ecule’s dipole moment and the surface coverage are known,
2,0 or vice versa. Note that the molecular dipole moment changes
] considerably between the gas and liquid phase. For gas-phase
1.0 water,u = 1.83 D, but for liquid watery = 2.45 D (see
T Hasted in ref 239). In the PE experimentp can be directly
measured as the change of the position of the low-energy
0.0 cutoff energy (secondary electron emission), as sketched in
1 Figure 10. Depending on whether the dipole is located below
1,0 or above the layer from which the electrons are ejected, the
g high-kinetic-energy peak or the secondary electron cutoff,
2,0 respectively, will shift in energy. This leads to a change of
] the total width of the PE spectrum hy®. A decrease of
304 the surface potential (negatived as shown in Figure 10)

prevails when the outermost surface layer has a positive

270 charge.

Figure 12. Angular distribution of photoelectrons for specific

values of the anisotropy paramefewhen linear polarized light is 3.2. Photoemission Probing Depth' Low-Energy
used. The polarization axis of the light is shown. E.| ’ Lo )
ectron Ranges in Liquid Matter

values for gas-phase water valence orbitals are between 1 An important aspect of surface photoelectron spectros-
and 2% For 8 = 2, the maximum photoemission intensity copy is the ability to vary the probing depth of the experi-
occurs in the direction of the light polarization vector, ment by tuning the kinetic energy of emitted electrons.
whereas the angular distribution fér= 0 is fully isotropic. Electrons can penetrate deeper into solids at high kinetic
In terms of maximizing signal, this would make the detection energies. However, also at very low kinetic energies, lower
in the direction of the polarization vector the more favorable than the plasma or exciton energy, electrons can travel longer
geometry for the liquid-jet experiment. The present design distanced!®15 As a result, the probing depth changes
of the apparatus did not allow for this setup, however. between a minimum of a few angstroms to several tens of
Nevertheless, as can be seen from Figure 12, normal emissiomanometers, both at very small and at high photoelectron
is equally suited for the detection of relative changeg.of  kinetic energies. The photoelectron signal attenuation process
Changes ing occur if the orbital structure changes, as is proceeds through a complex sequence of elastic and inelastic
expected for hydrogen bonding in liquid water (section 5.1.3). scattering event&® A precise theoretical description is
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available only through Monte Carlo numerical simulations. ot L L B BRI B L B
In photoelectron energy-analysis spectroscopy experiments,
the probing depth is limited by the occurrence of the first
inelastic collision. Only direct photoelectrons or elastically
scattered photoelectrons contribute to the structured part of
the photoemission spectra. Their total intensity is reduced
by elastic scattering. The extinction of the direct photoelec-
tron signal can be approximated by an exponential attenu-
ation function of the depth of the contributing subsurface
layer, analogous to Beer’s law. The inelastic scattering events
are accompanied by large energy losses in the kinetic electron
energy, and lead to a broad energy distribution of background
electrons. The inelastic mean free path (IMFP) is largely
determined by the material-specific dielectric permittivity Py PP NI N PR
functione(k,w), which is the reason for the IMFP dependence 0 50 100 180 200 280

on the material. An example for the experimentally deter- Eleciron kinellc ensrgy (eV)

mined dielectric energy loss function Imf/e) for water, Figure 14. Calculated inelastic mean free paths (IMFPs) in the
measured for the energy loss range between 1 and 50 eV byelectron kinetic energy range below 250 eV for a number of cases
inelastic X-ray scattering, is shown in Figure 13 (from ref representative of a wide variety of materials. From Piariétta.
241).

18

10

Inelastic mean free path (A)

favoring surface process&s:114224A simpler approach is
0.8 . ' | . T observing photoelectrons at nonnormal exit angles. Then,
the mean escape depth (MED) appears shortened with re-
spect to the electron mean free path, by a geometrical factor

cos@), giving

MED = IMFP cos@) (3.7)

When electrons are observed at°90ith respect to the
synchrotron light for a cylindrical (liquid-jet) target, electrons
with surface emission angles ranging frorhtd 90° enter

the energy analyzer. According to eq 3.6, for this cylindrical
target geometry, the MED probing depth ranges change with
the emission angle, as indicated by the second contour below
the surface contour line in Figure 15. Integration of the MED

I
20 30 40 50
Energy Loss [eV]

Figure 13. Loss function, Imf-1/e(g,E)], of liquid water for
momentumg between 0.19 and 0.69. Reprinted with permission
from ref 241. Copyright 1998, American Institute of Physics.

For typical lowZ materials, the elastic scattering attenu-
ation length (EAL) is 26-30% shorter than the IMFP. The
IMFP, calculated from the material’s dielectric function, is
frequently used as a yardstick for the probing depth of Figure 15. Schematic of the liquid-jet cross section showing the
photoelectron spectroscopy. The inelastic electron mean fregvariation of the photoelectron mean escape depth (MED) with

. . . . _Trespect to the electron exit angle. The MED is the projection of
paths for several well-investigated solid materials are pre the electron inelastic mean free path, IMFP, onto the local surface

sented in Figure 14. They show a minimum in the electron noma vector: MED= IMFP cos@). In reality, the MED is much

free path at kinetic energies between 50 and 100 eV, with smaller than the liquid-jet diameter (n), and the angle-averaged
average escape depths varying from 0.4 nm for the metalsmean escape depth IEDO= 0.63IMPF.

Na, Al, and Ag and for Si to the appreciably larger value of
0.8 nm for hydrogen-containing soft-matter compounds. The over the whole contributing surface range, frén= 0 to
latter is exemplified for polymethacrylate, a well studied and /2, yields the effective cylinder surface probe volume
extensively used lithographic photoresist, where electron
penetration determines the attainable structure resolu- Avprobe: IMPF x Rjet (3.7)
tion.}'516The probing depth range can extend up to a few ) .
hundred angstroms in total-electron-yield surface EXAFS This is equivalent to an effective average probe depth of
measurements.

In addition to the possibility of tuning the electron kinetic MED[,>'P"P%= (2/7)IMFP (3.8)
energy, the surface sensitivity can be further increased by
suitable choice of the experimental geometry. One might, As a result, the average subsurface probing depth in the
in general, choose the angle of incident photons or the anglecylindrical liquid-jet PE study is reduced to 63% compared
of detection so as to take advantage of the selection rulesto the case of a planar target at normal emission.

BRRN
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Unfortunately, for liquid water, the quantitative electron the corresponding amount of kinetic energy, as is further
range is still highly controversial because it is poorly known, discussed in section 5.1.1.
despite its tremendous importance in electron energy deposi-
tion in radiological research and application. At present, 4 | jquid Water in a Vacuum: The Liquid
minimum electron range values for liquid water are acces- Microjet Technique
sible by calculation only. These show a scattering range for
the escape depth data from 0.5 to 2.0 nm in the minimum  Methods for the preparation of a suitable liquid-water
IMPF when different theoretical models are apphéd?+ surface for photoelectron spectroscopy in a vacuum are very
Current theoretical results for the inverse IMPF values for different from the established procedures for handling solid-
liquid water, from ref 242, are shown in Figure 16, together state surfaces and were not fully developed until the late

1980s!1°:256-252 The newly emerging experimental techniques

1200 y for preparing stationary free vacuum surfaces of volatile
Water TN Liquid (IX) liquids have also immediately found several applications in
104 7 W T Liquid (R) related disciplines of physics and physical chemistry. It was
1000 / \ ------------ Liquid (25) g . d f . h . |d b d d
: o Vapor (14, 64 recognized, for instance, that ions could be evaporated direct-
I N Ice (15) ly from liquids using moderately intense laser puls€g%2.253
804158 ! 72 \ ] In particular, solvated proteins or nucleic acids, which are

present in aqueous solutions in partially ionized form, can
be laser-desorbed very efficiently from the vacuum liquid
surface in their natural liquid protonated or deprotonated
states. This requires only moderate-power near-infrared
radiation pulses in the 2-53 um wavelength range. By
subsequent mass-analysis isolated biomolecules and nonco-
valently bound aggregates, complexes and chelates could thus
be studied without any fractionization effects by artificial
ionization sources. The mass range covered thus far extends
from simple amino acids through medium-size proteins such
as insulin (5 kDa) and up into the 100 kDa range for larger
bioproteins, such as cytochrontceand hemoglobii®4257
electron energy (eV) In another new application, Saykally and co-work&¥have

Figure 16. Inelasticinversemean free path of electrons in water employe% thﬁlé;rpf;cse (I)f ?\]gg&ggwd Jet .Of W?ter m_t? d
in different phases calculated using different theoretical models. Yacuum by - N éxpenments, emitie

The squares are experimental data for amorphous ice. Reprinted?hotoelectrons are reflected from neighboring atoms in the
with permission from ref 242. Copyright 2005, Radiation Research coordination shell. This leads to photon-energy-dependent
Society. interferences in the photon absorption cross section and to
complementary interference structures in the emission cross
with the scarcely available experimental data for water vapor sections of photoelectrons originating from the photon
and ice. The generally acknowledged minimum IMPF value absorption process. In this study, one detects either the
of 2—3 monolayers at 108200 eV, reported by Jablonski  radiation-induced negative photoelectron current from the
and Powelf'”2%%is a lower bound of the present scattering |iquid-jet surface or the positive current signal that results
range of IMFP data for liquid water. Michaud et’&l.  from the ejection of protons produced by photodissociation
reported, forEqn = 67 eV, an experimental IMFP of  of water molecules. The proton NEXAFS signal is different
2.3 nm for amorphous ice layers at 15 K. Kurtz ef%dl.  from the corresponding electron signal because the slowed
observed an attenuation length At 1.6 nm for 68 eV down electrons can diffuse over large distances and, thus,
electrons for ice at 90 K. In part, these large experimental gre proportional to the bulk water coordination structure
discrepancies might originate from porosity effects or from factor. In contrast, the positive proton current can penetrate
clustering in the nanometer-range ice filM5They might  |ess than one molecular layer at the water liquid surface and,
also be caused by electron interference phenomena intherefore, can be used as an extremely short-range, excul-
condensed matter. Similarly, the calculated IMFPs for sively surface sensitive detection tool for the coordination
electrons in liquid water also depend on measurements ofshell structure of the outermost layer at the water surface.
optical constants of liquid water in the important photon  v/acyum surfaces of volatile liquids have also found
energy range between 30 and 100 eV, where vapor ab-important technical applications for the generation of laser-
sorption is a problem. For the analysis of aqueous solu- pjasma-produced extreme ultraviolet radiation for use in the

tion surface concentration profiles from PE data, this is the et generation of semiconductor lithography at 13.4 nm
largest source of error, at present. It appears highly desirablepoton wavelengths 259

that narrower error intervals should be established for the
en?rgy dependence of the electron IMPF range in liquid 4.1. Environmental Chamber or in Situ Approach
water.

Photoelectrons can also excite the water molecules by To overcome the vacuum problems caused by the millibar-
inelastic collisions in a manner similar to photoexcita- range vapor pressure of liquid water, in early ESCA studies
tion248249 In the high-energy limit, the excitation prob- on liquids, Siegbahn and SiegbaH®used liquid solvents
ability is proportional to the optical dipole oscillator strength, of low vapor pressure, such as formamidel(? mbar at
which, in turn, is closely related to the energy loss function, 298 °C), ethylene glycol, cooled ethanol, and very concen-
Im[—1/e(k,w)].?**?*9Hence, fast electrons have a tendency trated (14 M) aqueous solutions of LiCl. With this high salt
to excite essentially the same states as white light and losecontent, the freezing point could be lowered-20 °C, and

inverse mean free path (um'1)

10 100 1000 10000
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a vapor pressure of approximately 0.5 mbar was attained infor X-ray-emitted Pd 3d photoelectrons with kinetic energy
this first XPS study of liquid-water solutions (compare Ex, = 1150 eV at different cell pressurgg.sup to 1 mbar.
section 1.1). The liquid is usually a steadily refreshed flowing The observed peak intensity attenuatidfh,, is found to

jet or a flowing film on a metal substrate needle of about follow the exponential attenuation law

1-mm diameter. This is contained in a probe chamber under

its own vapor pressur@y.s and it is separated by differen- IN /1, = —0gleiPgad KT (4.3)
tially pumped, narrow collimation slits from the actual high- . o

vacuum part of the photoelectron energy analyzer equipment.Where el designates the electron cross sectiknis the
The crucial experimental parameter for such high-gas- Boltzmann constant, anl is the gas temperatufé Fur-
pressure (sometimes also called “environmental” or “in situ”) thermore, the attenuated spectra in Figure 17 show negligible
target chambers is the electron free penetration length. It is€nergy broadening of the approximately 1 eV wide Pd 3d

on the order of magnitude of the electron mean free path Photoelectron peak, even at the intensity reduction to 40%
(~1/e) at 1 mbar gas pressure. This shows in a direct,

I =(n o )71 (4.1) reve_rsible experiment that _the photoelectron spectrum es-

vaprell sentially remains unaltered in structure as the probing depth
is changed; signal from deeper regions is attenuated by elastic
electron scattering, but it essentially remains unaltered in
structure. The total signal can be approximated as an ex-
ponentially weighted integral of the subsurface depth dis-
tribution density functioma(2) for the photoelectron emitting
atoms

which is determined by the electron total scattering cross
section,oe, at the given kinetic energy and by the density,
Nvap, Of gas molecules. In the early literature, von Ardefihe
quantified, for the maximum allowable vacuum pressure, a
value of

(mbar)= 1.5 x 10" Uy (eV)ansi (€M) (4.2)

Pmax,air In= [n\(2) exp(-ZIMPF) dz (4.4)
for electron beams with an acceleration voltddg and a
length lyansit Of the beam transit path in the region with
elevated pressurpyas Equation 4.2 has been verified for
electron energies between 10 keV and 1 Mé&VAccord-
ingly, in Siegbahn’s first liquid XPS experiment, the probe
chamber beam path was restricted to the ordérofl. mm,
and liquids with vapor pressures lower than-6015 mbar
were used. Comparablpl values are used in modern
environmental electron scanning microscopes (EESMSs)
allowing the study of wet clay or wet biological sampfé%.
The jet development is being further advanced as recently
described for an in situ synchrotron light photoelectron
apparatus, used for observations of melting ice samples an
salt brineg?®263

A direct illustration of the deterioration effects of the
photoelectron spectra in a gas layer of CO was recently
published by Steirick et al.?6* who reported precision
measurements of the attenuation of photoelectrons emitte
from a palladium single-crystal surface that subsequently
passed through an in situ probe cell at elevated gas pressure . .
The effective cell transit path wdss = 0.17 cm. A series ?‘2' Free Vacuum Surface of Micron-Sized Water
of attenuated photoelectron spectra is shown in Figure 17 ets

weighted by the electron attenuation factor analogous to eq
4.3, wherezis the depth at constant attenuation atom density.
Also, from this measuremefft} one can obtain the IMFP

value of nl = 4.6 x 10" molecules cm? for 1.15 keV
electrons in gaseous nitrogen, which is in good agreement
with the literature:'®1*"For environmental chambers operat-
ing with water vapor, the gas cross section is approximately
25% smaller than for B with a corresponding increase of
"the IMFP electron range. For photoelectrons with 100 eV
kinetic energy, which have the shortest probing range in the
liquid surface, the vapor-phase cross secti@ps,ncrease

Iso by 306-500%. This would require a reduction of the
otal transfer path in an environmental chamber to less than
200um. Such a reduction is impractical because the effective
electron scattering path length in the outgoing, diverging
vapor stream on the high-vacuum side of the exit aperture
dof the environmental pressure chamber does not decrease
when the chamber is shortened.

4.2.1. Area-Limited Free Liquid Surface

In an alternative, complementary approach to differentially
pumped transfer vacuum chambers, the free vacuum surface
of a liquid in a high-vacuum environment can also be
produced by shrinking the exposed liquid surface area cross
section,D,, to the Knudsen limit. Ther), becomes smaller
than the electron mean free path length at the equilibrium
vapor pressurep.ap, of the surface. The expanding vapor
from the limited-area surface then follows a diverging path
with vapor densityn = p/kgT, decreasing with increasing
distancex from the liquid surface. The effective electron path

Intensity [arb. u.]

344 348 340 336 332 at large distancex from the liquid surface is then given
Binding Energy [eV] approximately by the integral
Figure 17. Pd 3d,; photoemission spectra from Pd(111) single _ X ,
crystal as a function of CO pressure, measured in a 0.17-cm-long lest(X)= (kBT/pvaD)ro f dx' n(x) (4.5)

in situ probe cell. CO pressures arex51078, 0.1, 0.2, 0.4, 0.7, . . .
and 1 mbar. Signal attenuation due to inelastic scattering is not FOF @ spherical-vapor-expansion geometry with a source area

accompanied by energy shifts. Reprinted with permission from ref radiusr, = Do/2 andn(x) = x*pa/ksT, the effective path
264. Copyright 2005, American Institute of Physics. length is
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for the accumulation of the surface concentraticg),as a
function of elapsed timé This simplified theory has been
improved by consideration of the desorption of molecules
from the surface film, leading to slightly more complex
formulas with formation of the equilibrium adsorbate for
longer time<g% The time for formation of a surface adsorbate
density ofn =2 x 10 cm2in water D = 2 x 105 cn?
) o ) . s1) from a bulk concentration ot = 1 mol/L is ap-
Accordingly, a narrow liquid jet with a continuously  proximatelyt ~ 4 x 1079 in the bulk liquid, and it increases
evapora_ting water surface can bg usgd dire_ctly as a freeigt a~ 4 x 105 s forc = 0.01! Because the typical liquid
surface in a high vacuum when the jet diam@gfs smaller et moves to the observation region at 1 mm distance from
than the electron mean free path at the surface-temperaturethe nozzle exit in 1Qus, the surface formation time should
specific vapor pressurée < 10 mbar cmpyap Here,Ae and be less than 1@ s. With the presently investigated concen-
the equilibrium vapor pressupes, refer to the vapor pressure  tration limits for aqueous solutions, we have not yet been
at the instantaneous surface temperature of the liquid jet. aple to observe an increase or decrease of surface concentra-
The use of fast flowing jets, with flow velocities between  tjons as a function of distance on the A9time scale of the
30 and 120 m/s, as a free liquid surface in a vacuum also present liquid-jet experiment. Other liquids with higher
solves the serious problem of very efficient evaporative yjscosities and smaller diffusion coefficients, such as,
cooling of high-vapor-pressure liquids in a vacuum by the perhaps, deeply supercooled water solutions or solutions with
continuous rapid replacement of liquid. Moreover, in PES glycerol additives, can attain significantly larger diffusion
experiments from electrically nonconducting or poorly times and should show significantly larger surface equilibra-

L") = 2/D, — 1/x (4.6)

Similarly, for a cylindrical expansion geometry from a round
liquid jet, the effective absorption length is

(%) = In(2/D) — In(1/x) 4.7)

conducting aqueous liquid surfaces, electrostatic charging
problems are considerably reduced through rapid liquid
exchange.

4.2.2. Local Equilibrium at the Jet Surface

For a liquid surface in equilibrium with its gas phase,

tion time delays.

4.2.3. Liquid-Jet Surface Potential

Because neat liquid water is an insulator, low-electrolyte-
concentration aqueous solutions can become charged when
being illuminated with high-brilliance synchrotron light,

molecules condense and evaporate at the liquid surface at &though the charge is removed rapidly and efficiently with

rate per unit area of

| = DgadByas= 4(8KTIMy,d " A(PyadKT)

We can conveniently approximate the surface coverage in

(4.8)

the flowing jet!*®131The electrical capacity of the thin liquid-
jet filament is approximately 184 F. An estimated maxi-
mum synchrotron radiation flux of ¥®photons/s, focused
on the 6-10 um diameter liquid jet, is expected to produce
10*? photoelectrons, which is equivalent to &g = 0.17

units of langmuirs (L). One langmuir is defined as the product A current. In a completely insulating, fast-streaming liquid

1.3 x 10°® mbar s. This means that, at fOmbar pressure,
the number of molecules necessary for the accumulation of
a monolayer is provided within 1s. For liquid water, with 8
mbar vapor pressure at°C, the time for evaporation of a
monolayer is about 100 ns. Hence, after an evaporation or

jet, this currentlpe is transported with the jet streaming
velocity v The linear charge density on the liquid beam
filament is therefore given byope = Ipdvjer, and the
photoemission charge-induced electrostatic potefhtiaht
the surface of a jet with raduig; is?%®

condensation event, it takes 100 ns before a second molecule

evaporates or impacts from the gas phase at the same surface

site. In contrast, collisions with adjacent liquid molecules
occur on the 1 ps time scale and lead to thermodynamic
equilibrium within tens of picoseconds. Given the very large
difference in time scales, i.e., 4 orders of magnitude, for fast
liquid—liquid collisional relaxation vs gas-phase impact
collision events at the liquid surface, this flowing-jet system
is close to local thermodynamic equilibrium. Still, existing
deviations from equilibrium conditions can, in principle, be
easily investigated in molecular dynamics simulations for
the molecular systems in question.

The formation of an adsorbate layer on a fresh surface is
determined by the diffusion kinetics of the solute. In the
absence of an energy barrier and in the absence of convec
tion, the rate of arrival of molecules at the surface is given

by

dc/dt = (D/n) Y%t 2 (4.9)

At room temperature, the bulk diffusion coefficiebt for
water in liquid water is 6x 106 cm? s71.265 Integration of
eq 4.9 yields

cs = 2(DIm)4ct? (4.10)

U, = 1/(4re,€)(2ID ) (1 pd vjer) (4.12)
This potential is on the order of one to several volts for
typical experimental values. A jet with a @m radius
traveling at a velocity of 120 m/s and carrying a streaming
current ofl = 1 nA has a surface potential of 1.8 V.

In addition, in poorly conducting fast-streaming liquids
with a low degree of ionic dissociation, electrokinetic effects
can lead to significant streaming currents and associated
streaming electrical potentials, for which a correction might
also have to be applied. Their magnitude and sign can be
influenced dramatically by small impurities. For neat water,
impurities as low as 1 ppb already change the pH vatue
and thus the charge flow kinetics. Buffered solutions with
higher salt concentrations are more insensitive to electroki-
netic charging. When the radiation source and the jet are
completely stabilized, this offset voltagk is constant, and
the PE spectrum of neat water can be measured. In routine
experiments, a more efficient way to remove charge is to
increase the electrical conductivity by adding a small amount
of salt.

The conductivity of an aqueous electrolyte solution for
fully dissociated monovalent electrolytes (e.g., NaCl) is given
to first order byo = LoCsarr ~ (110 Q72 mol™?* cnP)csar. For
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example, a 0.01 mol/L aqueous solution of NaCl has a

conductivity of 0 = 1.1 x 102 Q™1 cm 1120130 The

resistance of an aqueous-solutionri diameter jet filament

of | = 1 mm length with a cross sectioh= 0.5 x 10 10" mbar
cn? is thusR = /Ao = 4.5 M Q. For the considered case of

a 6 um jet irradiated by 18 extreme ultraviolet (EUV) e

photons per second, this will cause an increase of the liquid- -LE‘:\I

electron
analyzer

skimmer
jet surface potential d = IR = 0.76 V by the photoelectron E
emission. The onset of surface charging can be observed

easily in the photoelectron spectra as a shift of the liquid-

water valence photoelectron peaks with respect to the 6 pm.
simultaneously present vapor-phase water photoelectron L )

peaks. Then, three different strategies are available for . 107 mbar o
controlling the influence of charging during experiments: (1) Figure 18. Experimental setup of the liquid microjet photoemission

: ot .~ experiment. Polarization vector of the synchrotron light E is
keeping the synchrotron radiation flux stable and measuring perpendicular to the direction of electron detection and parallel to

the photoelectron spectra at a constant, charging-inducedsne girection of jet propagation. Photoelectrons pass through the
but known energy offset; (2) adding salt to the aqueous skimmer, acting as differential pump, at the entrance of a
solution to increase the electrical conductivity of the liquid hemispherical electron energy analyzer. The pressure in the
jet; and (3) reducing the radiation intensity until the radiation- interaction chamber is 10~ mbar, and the jet velocity is 120 mmis

induced electrical charging of the liquid jet is reduced to an L , N .
insignificant level. emission cross sections could not be studied in the given

In the literature, the magnitude of the intrinsic surface €XPerimental setup. The focal size of the synchrotron light,
potential of the waterair interface has been discussed 2Pout 250um horizontal and 12@im vertical, was much
extensively’:232.265 Nevertheless, its accurate value has larger than the jet diameter. Photoelectrons must pass through

remained controversial. Davies and Rideal recommended a2 100#m orifice that separates the jet main chamber ¢10
most likely value ofWes ~ —0.1 to —0.2 V for the free mbar) from the electron detection chamberL@bar). The

surface potential of neat liquid water. With the streaming- latiér houses a hemispherical electron energy analyzer,
jet method employed here, in the PE experiments, the equipped with a single electron multiplier detector (which

presence of a water surface potentjalis equivalentto a ~ Was recently replaced by a multichannel detector). This
nonvanishing electrostatic linear charge on the liquid-jet axis. chamber is pumped by two turbomolecular pumps. The

Using the voltage current relation of eq 4.10, the value of WOrking pressure in the jet chamber, ¥@bar, is maintained

the surface potential can be easily obtained by the consider-USing a set of liquid-nitrogen cold traps, in addition to a 1500
ably simpler and accurate measurements of the currentt/S turbomolecular pump. A differential pumping stage
transported by the streaming liquid be&®#256Through this connects thg liquid-jet main chqmber and the gnd c_hamber
alternative technique of liquid-jet current measurements, Of the beamline (10 mbar), housing the refocusing mirrors.
which does not require reference to electrode metal work Helmholtz coils were used to compensate for the Earth's

functions and electrical contact potentials at the liquid-beam- magnetic field. For the PE experiments, salt solutions were

nozzle

forming nozzle walls, the external vapeiquid and vacuurs made using highly demineralized water (conductivity ca..0.2
liquid surface potential of neat water jets is ensured to be #S/CM), and the salts were of the highest purity commercially
smaller than 10 meV. available (Aldrich).

5. Photoemission from the Liquid Microjet with 5.1. Liquid Water
Synchrotron Radiation 5.1.1. Reference Energy and General Considerations

Photoemission from liquid water and aqueous solution is  Typical PE spectra of pure liquid water as a function of
still a young emergent field of research, with only a handfull photon energy, 80, 100, and 120 eV, are shown in Figure
of papers published to date. In the following section, we 19. The spectra are vertically displaced relative to each other,
present an overview of our recent PE studies which were with the intensities normalized to the height of the; 1b
performed using high-brilliance synchrotron radiation. The (liquid) peak. The amount of gas-phase water (subscript g)
photoemission measurements described here, using extremsignal observed in the spectra, resulting from evaporation
ultraviolet (EUV) light, were conducted at the MBI undulator from the liquid surface, depends on the focal size of the
beamline (U125) at the third-generation synchrotron radiation synchrotron light. Importantly, the peak position and narrow
facility BESSY, Berlin, Germany. This beamline provided width of the 1hq feature are the same for sampling from
photon energies up to 120 eV, with abouk410*¥/s per 0.1 different locations. Hence, gas-phase and liquid-phase signals
A ring current photon flux, and energy resolution better 6000. must originate from identical potentials. Experimentally, this
Usually, lower resolution of about 100 meV was used, was confirmed by moving the liquid jet off sight from the
though, in favor of increased photoemission signal. This is spectrometer detection axis until all of the signal contribution
fully sufficient given that the peak widths of liquid features from liquid water was below the detection limit. Then, the
are typically >0.5 eV. The sampling time of a typical experimental energies of the liquid can be safely referenced
spectrum was about 30 min. with respect to the precisely known ;}lgas-phase energy,

For all present experiments, the synchrotron light inter- which serves to define the absolute calibration of the binding
sected the laminar liquid jet at normal incidence with respect energy axis in Figure 19. The rich structure in the-10
to the liquid-jet flow direction, and electron detection was eV binding energy region arises from the four valence
normal to both the jet direction and the light polarization molecular orbitals of the water molecule that ha@g,
vector (Figure 18). Angular dependences of photoelectron symmetry: (1@2(2a)?(1by)?(3a)?(1by)? electronic ground-
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from secondary electrons, giving rise to the broad background
(see section 3.1).

To extract precise values for the liquid-water orbital
energies, the liquid contributions must be distinguished from
the gas-phase contributions. This is done by the subtraction
of a pure gas-phase PE spectrum from a PE spectrum
exhibiting the maximum signal from the liquid, as shown in
Figure 21. The spectra presented here were obtained for a
60 eV photon energy, but identical electron binding energies
and peak widths were found when other energies20 eV)
were used. The top panel displays the measured liquid
spectrum, from which a Shirley-type backgroéfifdwas

2500

T

1byg 1b,

2000

1500

1000 -

500

photoemission signat [arb. units]

° 80 eV t ¢ subtracted. The center panel is the pure gas-phase spectrum,
t ¢ measured by lowering the jet with respect to the synchrotron
SO0ttt bbb b light path. Then, the difference PE spectrum (with properly

scaled relative 1y intensities), bottom curve, is our best
experimental approach to the valence photoemission spec-
. . trum from pure liquid water. Liquid orbital energies are
water jet obtained for 80, 100, and 120 eV photon energy. The . -
four outer orbitals of water, 4b3a, 1b,, and 2a, are labeled. noticeably Sh'.fted to.l.ower yalges as compared to.the gas
Emission intensities are normalized to the giguid) feature, and ~ Phase, and in addition, liquid peaks are considerably
electron binding energies are relative to the vacuum. The sharpbroadened. Yet, the overall pattern of the gas-phase spectrum
feature, 1k, arises from gas-phase water. The large spectral is maintained in the liquid spectrum. Photoemission spectra
background is due to secondary electrons, and weak features orof liquid D-O, not shown here, were indistinguishable from
top of the background can be assigned to electron energy lossesspectra of HO:26° hence, no influence of zero-point vibra-

due to quasi-optical excitation. This is exemplified by the two pairs :
of arrows, indicating the positions of 20 eV losses for initial 1b tions can be observed under the present experimental

and 2a electrons. Reprinted with permission from ref 269. conditions.

Copyright 2004, American Chemical Society. As mentioned in section 3.2, for sufficiently high kinetic
energy, photoelectrons passing through liquid water can

state configuratioR®” The valence orbital energy level excite water molecular transitions similarly to photéfis4°

diagram and a presentation of the orbitals of the gas-phaseThese specific excitation losses are responsible for the

H,O molecule are shown in Figure 20. The broad emission additional weakly discernible peak structures on top of the

features near 50 eV, as well as some weaker features at lowebroad secondary electron background. The feature near 50

binding energy, can be assigned to specifi©Hransitions eV (Figure 19) and faint shoulders on the wings of the 2a

of liquid water. In addition, this higher-binding-energy range peak are assigned to the same excitations as are observed in

of the spectrum also contains rather unspecific contributions the absorption spectrum of liquid watéf,as well as in the

binding energy [eV]
Figure 19. Photoemission spectra from auén diameter liquid-
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Figure 20. (Left) Energy level diagram of occupied molecular orbitals of gas-pha&e Bdapted from ref 297. (Right) Orbital pictures
of the HO molecule. Different signs of the wave function are indicated by solid and dashed lines. Adapted from ref 298. drbéa2a

is strongly O 2s-H 1s bonding and has largely O 2s character. Theatiol 3a orbitals are oriented in the molecular plane. These orbitals
mix strongly with the hydrogen orbitals to make the OH bonding orbital. Thestdie is primarily of oxygen lone-pair character (Q)2p
and is thus nonbonding.



1198 Chemical Reviews, 2006, Vol. 106, No. 4 Winter and Faubel

10000 obtained by a linear extrapolation of the low-energy wing
\ 1byg1b, of the 1k photoelectron peak (see inset of Figure 21). It is
=i slightly lower than the reported value of 10.06 &¥.
i Differences between the values for liquid water reported
here and the values for 1b3a, and 1h obtained in the
— 80001~ earlier Hel stud$?! can be attributed to the improved
= counting statistics obtained by using high-brilliance syn-
= chrotron radiation and to the reduced secondary electron
'(% background in the present experiment, which uses higher
E 6000 photon energies.
= The observed liquid-to-gas-phase peak shifts for liquid
) measured oo .
‘@ gas& water are the net _result of at I_east three contnbufnons. surf_ace
g liquid dipoles, electronic polarization, and changes in the orbital
@2 _ structure due to hydrogen bonding. The first effect is small
E 4000f easured | because the surface dipole moment arising from oriented
2 e gas water molecules at the liquid surface is small, some 16V
= i (see section 2.1); according to eq 3.3, surface dipoles can
= i cause shifts in the PE spectrum. The screening contribution
to the observed shift can be quantitatively estimated from
2000 the Gibbs free energy of solvation, given by the Born
equati0ﬁ211187'273
difference AG™™ = —(o?8re,R)(1 — 1le) = Ey— Eyq (B.1)
liquid
T IS 7 P em— whereE,, andE, denote the aqueous and gas-phase binding
energies, respectively. Because the photoemission process
binding energy [eV] occurs on the femtosecond time scale, the solvent water

Figure 21. Photoemission spectra from (top) liquid water, (center) Molecules have no time to reorientate around the charge.
gas-phase water, measured at 60 eV photon energy, and (bottom)Thus,e can be identified with the optical macroscopic relative
difference spectrum. The ijgas-phase peak provides the energy permittivity of water,eqp ~ 1.8274 R can be identified with
reference because its spectral positions are identical in the two uppethe first maximum of the oxygeroxygen radial distribution

spectra. Comparison between the two lower spectra shows tha : . . . . .
liquid features are broadened and red-shifted by about 1.4 eVIfunCt_lonzoerfquegn effecttl)\t/elsol_uicha_vlt% ;ad'\u/%eﬁf' Usmgd
relative to gas-phase water. The gas-to-liquid orbital peak shifts Refft = 2:24 A one obtains—AG = 1.4 €V, in goo

are indicated in the figure by dashed lines. The onset of the @greement with experiment. Notice, however, that the value
photoemission signal is 9.9 eV, shown enlarged in the inset. Of the radius is considerably model-dependent, and one

Reprinted with permission from ref 269. Copyright 2004, American should also account for the much smaller stabilization energy

Chemical Society. of the neutral species as well. This term would correspond
) . ) to the condensation of water vapor into the liquid, yielding
Im[—1/e(q,E)] spectrum obtained from inelastic X-ray scat-  AG o = —0.27 €V (6.3 kcal/mol)?’s In this simple

tering experiments at small momentum trandféihe loss  macroscopic consideration of solvation, microscopic details
function determined in ref 241 was already shown in Figure are fully neglected, and hence, the more interesting question
13. A strong electron energy loss maximum can be observedihat arises is whether the quantitative effect of hydrogen
at 20 eV, as well as a weaker one in the side lobe near 30ponding on the KD orbital structure and energies can be
eV. Thus, for example, the broad peak near 50 eV in Figure inferred. This information, indeed, appears to be contained
19, which is barely distinguishable from the secondary in the present PE spectra, leading to the observed small
background, was attributed to originate fromy 2mimary differences in the gasliquid peak shifts for the individual
photoelectrons exciting the most probable 20 eV electron yalence orbitals. However, at the present moment, experi-
energy loss channel in the loss function (Figure 13). mental quantification of this effect is not possible.
Analogous wiggles in the wings of the low- and high-  |n Figure 22, we compare the measured PE spectrum from
binding-energy sides of the 2deature, in part, can be |iquid water and a theoretical density of states of liquid water,
attributed to initial 1lp photoelectrons, involving the same  computed from state-of-the-art ab initio molecular dynamics
loss channel. This is depicted by the two groups of arrows trajectory calculation, and analyzed in terms of interaction
in the figure. between the molecular orbitals localized on single water
, , . molecules’® This comparison shows considerable incon-
5.1.2. Orbital Energies and Peak Broadening sistency regarding the orbital energies. First, the calculated
The experimentally observed gas-to-liquid peak shifts in density spectrum in Figure 22 had to be blue-shifted by 3
the PE spectra are slightly different for the various orbi- eV to show overlap with the 1{1B; in the notation of ref
tals?91.454 0.05, 1.344 0.12, 1.46+ 0.06, and 1.72: 276) orbital energy (which was arbitrarily chosen for
0.16 eV for the 1 3a, 1k, and 2a orbitals, respectively.  reference). Second, the relative orbital energies also differ
This places the center of the lowest-binding-energy peak, considerably. The considerable underestimation of ionization
1by, of liquid water at 11.16 eV (vertical transition energy). energies in density functional theory (DFT)can be at-
The photoionizatiorthresholdenergy of liquid water deter-  tributed to the fact that orbitals are only auxiliary tools in
mined in the present study is 9.9 eV. In analogy to the DFT and their energies strongly depend on the particular
procedure used earlier by Delahay et*?lin threshold use of the exchange-correlation functional. Even for Hattree
appearance potential measurements, the threshold energy iBock-based methods, it is known that the use of Koopman'’s
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splitting was found resulting from the interaction with the
3000 | orbitals of the surrounding molecules, and strong involvement
of a-symmetry valence orbitals in hydrogen bonding was
observed. The 3abroadening, specifically, was attributed
to an increase in the dipole moment of liquid watés’®
and subsequent polarization and hybridization of the orbital.
We notice that, also in the PE spectra, the femature is
considerably broadened as compared to the gas pffase.
Similar 3a peak broadening was observed in the PE spectra
of ice, which in the older literature, was assigned to Davydov
level splitting?® In a most recent PE study from ice,
— combined with DFT27” the 3a splitting could be clearly
40 430 20 10 resolved when 530 eV photons were used (because of the
binding energy [eV] large O 2s cross section), but could not be resolved for 100

Figure 22. Experimental photoemission spectrum from liquid water E\_/ photons. The origin of splitting was 6!'50 concluded tc_)
(and fit) compared to total density of occupied one-electron states arise from the symmetry of the crystal lattice where the unit
for liquid water from ab initio molecular dynamics trajectories, cell of ice contains two water molecules, thus leading to two
based on density functional theory; adapted from ref 276 with 3a bands (see also ref 280). It is important to notice,
permission from Elsevier. The energies of the density distributions however, that the same explanation would not hold to account
‘é"fprgrﬁggﬁgl % g’ng\rg;‘)"r;’ggsz'rgegeig gﬁgg;‘gnﬁigg{gf?;‘; 'k‘)“aar?r‘ng‘ri for the similarly large 3awidth observed in the PE spectrum
the center positions of the @ gas-phase orbital energies. of |IQU!d water, Whlqh we have, in fact, Conflrmeq In-our
preliminary PE studies at extended photon energies. Early
photoemission spectra of ice were reported in refs-288B,

theorem leads to errors in estimates of ionization potentials X . >
on the order of 1 eV, because of imperfect cancellation of 21d @ comparison with the present PE data for liquid water

orbital relaxation and correlation effects. For DFT methods, is given in ref 269.

such as those based on the BLYP functi8hahd typically 513 Relative Photoionization Cross Sections

used in ab initio molecular dynamics, the error, however, is i )

much larger. Yet, it is perhaps still interesting to note that  The effect of hydrogen bonding on the electronic structure
the 23 orbital (1A, in ref 276), for which the largest PE ~ Of HzO orbitals in the liquid phase can also be revealed in
peak shift with respect to the gas-phase energy is observedthe differential photoionization cross sections/d€2. This

also exhibits the largest relative shift with respect to the IS possible because changes in the molecular orbitals will
calculated peak of the density of the, 2abital. also change the interference structures between the respective

The peak broadening in the liquid phase is reasonably well pﬁrtlal wa\I/ets, altwdtrr\]ence, tﬁr?‘actor (lsee lsetcr;uon 3.1) Vtv'" .
reproduced in the calculations, with an underestimation of change rélative 1o the gas-phase value. in the present series

- : ; I, f experiments, the electron emission signal was fixed at
the experimental widths by 50%. It is gratifying to note, 0 PR .
however, that the integrated calculated valence-state densit)g.of;’ antqlﬁ had S|g?|f|can|t5 mflqencei\ @l%lgthe Iobservted
and the PE total signal intensities agree to within 20%. This glooeren 1a crosts sgc ;gns. )z(gef”mt?]n four o ;/a uetsfytal .
can be directly seen from Figure 22, and it is particularly , are presented in Figure or the four outer orbrtals o

clear for the 1band 3a orbitals. The deviation of calculated

2000

photoemission signal [arb. units]
=

=

0.

measured intensities [arb. units)
&

=

orbital energies, on the order of 6:3 eV, was interpreted H,0 W r s
as arising from both thermal and electronic broadening, with 15 Bl
the electronic interaction dominating, and the strong overlap
of band densities of the three interacting orbitals, Ba,
and 2k has been pointed out to be indicative of orbital IF
interactions in hydrogen-bonded systefffsA thorough
discussion of the nature of hydrogen bonding, thoughen
in terms of charge transfer between the oxygen lone pair
and the antibonding orbitals on neighboring water molecules, T
based on XAS and XES studies in combination with DFT, =
can be found in a recent paper by NilsgéfClearly, in view
of the poor agreement between experiment and theory in
Figure 22, theoretical models need considerable improve- i
ment. It will probably be necessary to evaluate state energies 2a) oz 38, b,
rather than orbital energies (relying on Koopman'’s theorem), H,O orbitals
even though this might necessitate further approximations Figure 23. Measured differential partial photoionization cross
in the treatment of the solvent. sections, @;/dQ, of the four HO outer orbitals in the liquid and

Qualtatvey,the peak broadening abservecn the iuid % B0%S2, Sbianes or 50 50, and 100 o Sitatcr provn
E?ggﬁ,diizn (il?]%gt:ﬁ'art?(ﬁtsedo:o t(t)h?hseta:;tilc(;a:)fdIz:gﬁgtr:or\lsm gﬁprinted with permission from ref 269. Copyright 2004, American

- | emical Society.

unbroken hydrogen bonds, including surface vs bulk water,
as discussed by Wernet et°alPeak broadening has been liquid water, obtained for three different photon energies of
also discussed by Guo et &1 who performed X-ray 60, 80, and 100 eV. The data are normalized to the 1b
emission spectroscopy experiments (XES) on liquid water. intensity, and for comparison, the respective gas-phase cross
In supporting MD simulations, considerable energy level sections are also shown in the figure. The normalization to
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the 1h gas-phase peak is somewhat arbitrary. However, and one has to rely on model simulaticfg!1217%or on
normalization with respect to the dimtensity (or any other)  very few atomistic ND experiments on radial density
would imply changes of all other orbitals and would seem functions of aqueous solutiofsand on ultrafast IR vibration
less natural. As can be seen in Figure 23, there is norelaxation studies of hydrogen-bond disruption in alkali
significant dependence on the photon energy, which indicateshalide salt solutiong328”

that final-state effects play a small role, if any. For cross-  In the quite complementary PE studies presented here, the
checking, it was verified that the evaluated relative partial measured electron binding energies of the aqueous ions are
cross sectionsg;, for the gas-phase data in Figure 23 and compared with predictions of theoretical models, and we
eg 3.4 are in excellent agreement with the respective valuesdiscuss the information the PE spectra contain regarding
reported in the literaturé’ Unfortunately, the analogous molecular details of the solutierwacuum interface. The PE
evaluation for liquid water cannot be done because the spectra in Figure 24, obtained at 100 eV, contrast aqueous
literature values for the liquid are not available and could 000
not be measured here simultaneously. r@d)

The most noticeable observation from Figure 23 is the
approximately 50% smaller differential partial cross section
of the liquid water 1borbital as compared to the gas phase
orbital. A smaller decrease, by about 10%, occurs tegf
dQ for liquid water. We must speculate, however, on whether
the strong effect for the Zborbital can be attributed
exclusively to hydrogen bonding. It could as well originate,
in part, from surface molecule alignment effects. Moreover,
the differences observed in Figure 23 do not necessarily ariseg
from changes of the total photoemission cross section alone;z
one might also have to consider the possibilitypathanges, & 1000
which, in fact, might be more important, because the
asymmetry parameter depends primarily on the phase shifts 0
of the outgoing partial electron waves. Clarification of this
issue would require accurate calculations or measurements binding energy [eV]
of i values. As long as these are not available, it is perhapsFigure 24. Photoemission spectra of pure liquid water anch3
illustrative to use eq 3.4 for the formal determinatiorfaf, NaCl, 2m NaBr, and 2m Nal agueous solutions, obtained for 100
(and using the gas-phaaales for the other tree orbitals, £ P1OeT rera, Flecton g eneiges e guen il resnec
\tl;lwléh d%gggig?:\“g%ﬂ?:g%%Z;C\;Q:ﬁﬁﬁgrggegﬁf’s)esgzg Thaq?ynchrotron_ photon flux. lon and water features are assigned.
s . - - _ eprlr]ted W|th_perm|SS|on from ref 271. Copyright 2005, American
liquid phase vanishes. J§.p, is arbitrarily corrected from Chemical Society.

its gas-phase value of 2% to about 1.5, identicab plots . . ) _ _
are obtained for the liquid- and gas-phase relative cross Sodiumhalide solutions for different anions, namely, 2 molal

sections. The kD gas-phase Zlorbital is localized along (m) Nal, 2‘?” NaBr, af‘d 3m.|\'laCI, and of pure liquid water
the O—H bond, which is held responsible for the comparably for comparison. The intensities were normalized to the liquid
small B, value. Hence, one might argue that the strong H20O 1P emission signal, and traces are vertically displaced
bonding character of the iMrbital is counterbalanced in  [OF clarity. Electron binding energies are presented relative
the presence of hydrogen bonding, causing a more isotropicto vacuum. The characteristic emission from the liquid-water
distribution of electron charge around the oxygen atém. valence orbitals (marked in the top panel) continues to be
As already mentioned, having performed the experiment at seen at the identical energies in the solution spectra. Emission
one single detection angle, we cannot exclude the possibilityfrlom aqug_om:i sodium ion 'gEgﬂse“’ef‘ gt 68'3 a';d235'4 ev
that water surface orientational effects contribute to the €/€ctron binding energie&,s™, for Na'(2s) and Na(2p),
observed relative intensity changes. A discussion of angle-"€SPectively. Some iodide Auger contribution overlaps with
resolved PE as a tool for obtaining structural information of tEe N_a*(ﬁs) ;e?turg. The Auger lprocess IS gss[gneld to filling
adsorbates on solid surfaces can be found in refs 224 and"€ I .(4 ) f ole yl a T(Sﬁ) ((aj_ectron an ﬁ|r'11u]£an(|aous
285. For the cylindrical liquid jet, however, these effects are e4rglsglo; o _I% 5|p € egt;fc()jn ea Iln_g toa t"‘.’oa ole mahstate
likely to largely cancel given that the emission signal is an (4d—5P5p). The largei(4d) signal intensity is due to a shape
average over emission angles, as illustrated in Figure 15.fésonance peaking near 100 eV excitation energy. Observed
Notice, also, that meaningful angle-resolved studies would sodium binding energies are found to be independent of the

be performed by variation of the emission angle along the counteranion. Below, when presenting the concentration
jet propagation direction. dependence for Nal solutions, we see that the concentration

variation also has no noticeable effect on the measured peak
S o positions of the aqueous ions. The energies of the agqueous
5.2. A.queous Solutions:  Electron Binding anions in Figure 24 are 9.6 (8.7) eV [@8p)], 8.8 (8.1) eV
Energies and Structure [Br-(4p)], 73.2/74.3 eV [Br(3d)], 7.7/8.8 (7.3) eV [i(5p)],
5.2.1. Simple Alkali Halide Salts and 53.8/55.5 eV [i(4d)], where the pairs of values
correspond to different spirorbit states. The threshold
In this section, PE spectra from aqueous alkali halide energies of the anions (given in parentheses), obtained by
solutions are presented. Salt concentrations are in the 1 molatinear extrapolation of the low-binding-energy edge of the
(1 M) range. This is far above the DebykEliickel regime spectra, agree well with previous reports on threshold
(ca. 102 M 289, and hence, ions are no longer perfectly measurement®® 8.77, 7.95, and 7.21 eV for Q3p),
separated. Strong electrolytes are not yet well understSod, Br—(4p), and t(5p), respectively.

water valence orbital:

...........................

T'(Auger)

5000 |- "
Na'(25)

4000

Br(3d)
Na'(2s)
3000 !

mission signal [arb. units]

2000
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As another example, PE spectra from2 m aqueous Table 2. Measured Electron Binding Energies Eaq"®S and Peak
solutions of alkali iodide, are presented in Figure 25. For Widths (fwhm) of Aqueous Cations’

Ey(M™) Ead "(M™) fwhmgg
00 cation (eV) (eV) (eV)
Cs'(4d) _ water valence orbitals I5p) Li 1s 75.64 60.44 0.07 1.4+ 0.20
Tad) P Na 2p 47.28 35.440.04 1.1+ 0.03
E 5000 - FCgen | TbigIb; LIRS 47.43
g | ¥ 8 2s 80.07 68.0+ 0.15 3.1+ 0.50
" K 3p 31.62 22.2+0.06 1.4+ 0.20
£ wml I r6m 31.89
= | 3s 47.8% ~38
5 L I K'Gp) 2m ol Rb 4p 2720  d
= Na'(2s) \ | Cs 5p 23.18 d d
=}
z N | e'ep) 3 KI 5s 38.98 d d
B 2000 |- N 405 88.59 80.6+ 0.08 1.1+ 0.05
8 A Ady), 82.9+ 0.04 1.3+ 0.06
S Li'(ls) . S . .
B 1000 - | 3m Nal aFor comparison, the ionization energi&s)(of the corresponding
gas-phase cations are shown. From Winter ét'aP From ref 245.
. b From ref 299 ¢ From sum of atomic transition line (ref 245) and gas-
0 ....sno.........;O....-....n.........|.........|3!'!PEI phase electron affinity (ref 299J.Not observed.
E - 40 20 0

binding energy [eV] o )
. o o Table 3. Measured Electron Binding Energies Ea"%5) and Peak
Figure 25. Photoemission spectra of aqueous alkali halide solu- idths (fwhm) of Aqueous Anions®

tions, Lil, Nal, KI, and Csl, obtained for 100 eV photon energy.

Molal concentrations are indicated, and the characteristic emission Eg(A) Ead =(A") fwhmgq

of atomic ions is labeled. Energies are with respect to vacuum. _&nion (ev) (ev) (ev)

The inset is an enlargement of the emission onset. Reprinted with F 2p 3.407 3.48 8.7¢9.8

permission from ref 271. Copyright 2005, American Chemical 2s 24.3

Society. Cl 3p 3.6123.72 9.6+ 0.07 0.6+ 0.20
8.7+0.1

aqueous Li, only the Li*(1s) line at 64.4 eV is observed. 3s no atomic line g

Two features are seen for aqueous khe K*(3p) emission Br 4p 3.36:3.82 8.8+ 0.06 0.9+0.20

at 22.2 eV and a very weak'3s) emission at 38 eV. Cs 4s 1387 S-li 0.1

again exhibits only_o_ne distinct feature,_ an intense doublet 3c; noatomiclines  73.20.07  1.2+0.10,

at 80.6/82.9 eV, arising from C&4d) emission. This peak 1.1+ 0.10

is nearly as intense as the(4d) peak. In addition, cesium 3ckp 74.3+0.09

Auger emission, Cs(4€5p5p), gives rise to the small feature | Sp 3.0624.00° 7.7+0.20 0.8+ 0.30

near 58 eV, which is barely seen underneath tiéd) signal 8.8+020  1.1£0.30

in Figure 25. No C$(5p) or Cs(5s) signal is found in our 5s 13.28(15.10) ;'3i 01

spectra because of the expected spectral overlap with the (57.4%)

water valence features and also because of low photoion- 405 53.84£0.03 1.0+ 0.02

ization cross sections. In fact, the neutral gas-phase alkali Ack 55.54+0.03  1.0+£0.02

atoms Cs(5p) and Cs(5s) have the lowest photoionization agor comparison, the detachment energi&g ¢f the corresponding

cross sections, lower than that of K(3s), at 100?8\Also, gas-phase anions are shown. From Winter éf*af From ref 216.

no countercation dependence on the electron binding energie§ From sum of atomic transition line (ref 300) and gas-phase electron
is observed in Figure 25, within the experimental error of aff'”'ﬁr’] (ref lee)t-cFrO][p sum Off atomic transition ||me| (tr.ef 245) a;‘d
abouit 0.05 eV. Similar series of PE specira were measureciZs 2hase elecion affnty (ef 2166 Lo calcultons e
for other anion/cation combinations, all exhibiting the same
notable insensitivity of the electron binding energy to the
counterion and to the concentration of the solute. This appliesor bulk. Can one, for instance, distinguish between bulk and
for the entire range of concentrations measured here, i.e.,surface anion solvation? The photoelectron spectroscopy
from the detection limit of 0.1m solutions to the highest apparatus, as currently configured, samples both bulk and
concentrations, near the molar saturation limit. interfacial anions. Hence, the peak in the photoelectron
Apparently, the perturbation of the water valence orbitals spectrum would likely be an average of the two. It seems,
by dissolved ions is negligibly small. A similar insensitivity though, that the effect is very small. For the large and
to the salt environment has been observed in the electronpolarizable iodide, for instance, no PE peak differences were
detachment dynamics from anions where the detacheddetected between iodide measured in Nal sundlace-actie
electron remains trapped in the liquid phds€ontrary to tetrabutylammonium iodide (TBAI) agueous solution. In the
expectations based on the Debytélickel picture, signifi- latter case, a single segregation surface layer is formed, with
cant effects are only observed when the salt concentra-both anions and cations residing in the solution surface only.
tion approaches 5n#¢ Tables 2 and 3 summarize the Thus, as opposed to simple salt solutions, the iodide signal
experimental electron binding energies, {9 and peak is sampled primarily from the very interface (see section
widths (fwhmy*E9 from all of these measurements. The use 5.2.2). Also, previous calculations combining equilibrium
of different photon energies (whenever appropriate), namely, classical molecular dynamics simulations and ab initio
60, 80, and 100 eV, was found to have no effect on the valuescalculations show that the vertical detachment energies
included in the tables. (VDEs) for iodide in the aqueous bulk and at the surface
A remaining issue is the sensitivity of the valence-electron differ by less than 0.1 e¥* Furthermore, given the larger
binding energies of the ions to their location in the surface propensity for the larger anions to exist at the surface, any
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hypothetical differences between calculated (see below) and E¢Y
experimental energies would be expected to be smallest for Eg  EO R N T
iodide, which is not the cagé! Notice that, by the same
argument, the distinction between surface and bulk solvation st  rep) ———
contributions to the energies of aqueous cations would seem o —
irrelevant. o

A graphical depiction of the lowest electron binding s}
energiesEaq £S5, for each aqueous ion (from Tables 2 and 3)
is given in Figures 26 and 27 for cations and anions,

T e— 1 (5p)

B (4p)
* — CI'3p)

7k
E (eV)

E E cale E,FPES E Charges p PCM  E__thermo -8 |
Jok 4 g aq aq aq aq — (D)

9

Cs*(5p)
Rb*(4p) 10
K*(3p)

20 -
Cs*(5p)

Rb*(4p)

11k

30

— Figure 27. Diagram of detachment energies of gas-phase anions
—_— e Na*(2p) (Eg andEg™9 and of the respective aqueous anioBig) Eaf =5is
Re— the experimental value, anB,f"a9es E, M, and Egghe™e are

calculated energies of the aqueous anions; see text. The dotted line
Na'Qp) for F~(2p) matches with the respecti& 2 9esvalue; the corre-
S0 spondingE,f ESvalue was not measured here. Arrows indicate the
energy blue shift for the aqueous ions. Contrary to the cation case
in Figure 26, adiabatic models poorly reproduce experimental
6o Pl e LE(15) energiesE.{ S Reprinted with permission from ref 271. Copyright

; 2005, American Chemical Society.

K*(3p)

40 -

70
more complicated (see below). The main trend of the gas-

i = = to-liquid energy shifts, illustrated by the arrows in Figures
Figure 26. Diagram of lowest electron binding energies of aqueous 26 and 27, can be understood already from simple continuum
cations, comparing experiment&hs"=S and calculated values. For mode| consr:derat;]ons. \(/then _treatlénﬂg the phot0|on|_zat|on
the calculations, different models were used, yieldgfharoes process within a thermo _yna_mlc cy . one Can associate
Ead™™™, andE,¢"eme For comparison, experimental and calculated the measured energy shift with the difference\i for the
energies of the respective gas-phase catByandE,L2S are shown initial and final states of the solvation complex. This adiabatic
as well. No accurate experimentalf=Svalues could be obtained ionization estimateEa4"™9 is then computed &&; — AG®

for Cs and Rb, as indicated by the dotted lines. The strong energyfor anions ance. + 3AG° for cations using experimental
red shift for aqueous ions is indicated by arroligf Svalues are solvation free (ganergies Comparison Bf "™ which
independent of the counterion and of the salt concentration. The corresponds to fully relaked final states toqthe éxperimental

calculated energies from adiabatic modets"®™ and E,{"™ S .
fairly accuratel)g reproduce the experirﬁtal energ%aﬁ,PES. EadFSvalues should not be realistic given that the time scale

Reprinted with permission from ref 271. Copyright 2005, American Of the (vertical) photoionization process is faster than the
Chemical Society. relaxation of the solvent dipoles (nuclear polarization), which
is included in the Born formula (eq 5.1) as well as the
respectively. These experimental values are compared torelaxation of the electronic polarization. For cations, it turns
calculated energiesha9s EodM, and Ead"®™ using out that this discrepancy is relatively small, which can be
various theoretical modefé! For comparison, experimental  attributed to the favorable preorientation of water molecules
and calculated gas-phase valuegand E,2¢ are shown as  around a monocation on vertical transformation to the final
well. EnergiesEq"9%swere obtained from a model that states, and the nuclear part of the polarization response is
explicitly includes discrete water molecules using a set of proportionately smaller. This is not true for anionic ioniza-
snapshots from an equilibrium classical dynamics simulation tion, however, where the final state is neutral, and consider-
and a fractional-charge representation of solvent molecules.able nuclear relaxation takes place, so this simple picture is
E.f°M values were calculated employing a polarizable more likely to fail.
dielectric continuum model (PCM). Energies for both  As can be seen in Figure 26, both adiabatic models give
ground-state cation and dication, or both anion and neutral,good results for energies of aqueous cations; the best match
were calculated in independently, self-consistently deter- with the experiment (within 0.5 eV) is, in fact, always
mined spherical cavities with a dielectric constant for the obtained for the simple thermodynamic cycle model. The
continuum appropriate for water. Therefore, all states are situation is reversed for aqueous anions; here, the ab initio
fully relaxed within this model. Finally, use of a thermody- treatment with explicit charges for the structured solvent
namic cycle treatment in combination with experimental shells, E,f"39 agrees best with the experimental energy,
hydration enthalpies yields.d"™° Two main observations  but it still underestimates experiment by 650 eV. Results
can be made from the two figures. Fir&, 5 for cations are better for the larger anions. For anions, Eag“M and
is smaller than the respecti\i,, whereas the opposite is  E,{"®™°values systematically underestimate the experimental
true for aqueous anions (AFigure 27). That isEaE{M™) binding energies by 1:52.5 eV. Recently, calculations of
< E((M*) and E.fEYA™) > E4(A7), although the energy  microsolvated Li in water, up to (HO)sLi *, were reported
difference is considerably larger for cations. Second, the by Cederbaum et &F? using ab initio Green’s function
theoretical models nicely reproduce the experimental energiesmethods. For five water molecules, the Li(1s) ionization
for cations,E,E{M*), and the situation for the anions is energy was found to be 66 eV. This value is about 5.5 eV
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higher than for aqueous tj measured here (Table 2), and The PE spectral evolution as a function of solution
it is almost the same &, h9e27 concentration for 0.512m Nal aqueous solutions (saturation

Why do the simple Born and PCM models work so well is 13m) is shown in Figure 28. The intensities are scaled to

for cations but poorly for anions? Both models provide
adiabatic rather than vertical ionization energies. In contrast, 100 eV r(sa)
the explicit solvent model is vertical with respect to nuclear
polarization (the orientation of the waters), so why does it
fail for the cation binding energies? Our results indicate that
the change from monocation to equilibrium dication is

accompanied by only a minor change of water geometry, at 30
least at short range, because the solvent is already favorably
preoriented around the cation, and any additional longer- §000 = I B e =
range ordering of the water dipoles in response to the changez
in charge does not significantly contribute to the energy. On )
the other hand, the explicit charge model overestimates thes sooo i
electron binding energy, and although relaxation of the water = | { I
dipoles is properly prohibited, mirroring the instantaneous £, x

ionization event, the approach is missing the change in'Z 40
electronic polarization of the water. Water molecules rep- -
resented as point charges cannot be polarized, and electron
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cloud polarization interactions are always stabilizing. The :_2 sigL A i
polarization effects are present already for monovalent ions; £ o "M Al 2m Nat
however, they become particularly strong in the case of — M V{— 1m Nal
. . . . - 0.5m Nal
multivalent ions. Indeed, the strong electric field of the R water
dication polarizes the surrounding water molecules more than e

that of the monocation. As a result, the explicit-charge model, binding energy [eV]

v_vhlch cannot reprodl_Jce the differential electronic p0|a”zaf Figure 28. Photoemission spectra of Nal aqueous solutions having
tion, tends to overestimate the electron VDE from the alkali gifferent concentrations, 0-5L2 m, obtained for 100 eV excitation

cation. photon energy. Intensities are normalized to the synchrotron photon

On the contrary, for halide anions, electron detachment flux. Electron binding energies of both anions and cations are
results in a si nifiéant reorientation c,)f the solvation shell; independent of salt concentration as seen from the comparison of
9 ' the PE spectra of the solutions of lowest and highest salt

water molecules prefer to point with hydrogen atoms toward concentration, shown in the inset. Reprinted with permission from
the anion but with oxygen atoms toward neutral halogen ref 290. Copyright 2004, American Chemical Society.

atoms. In addition, there is a smaller change in the electronic )

polarization of the surrounding water by the formation of the synchrotron ring current, and the spectra thus reveal the
the neutral halogen atom. Therefore, for the anions, it is more 2Ctual relative intensity changes upon concentration variation.
important to have a vertical treatment of the nuclear !N using 100 eV photons, we have taken advantage of the
polarization, which also rationalizes the poor performance €nhanced photoionization cross section d#t) due to a

of adiabatic continuum models. A more detailed discussion Shape resonance, as well as the fact that, at this photon energy
of how the energies and peak widths were extracted is the iodide can be probed at maximum surface sensitivity (see

resented in refs 271 and 290. section 3.2). L o .
P As can be seen in Figure 28, the ion signal steadily

Finally, it is interesting to compare the vertical energies jncreases with concentration. At the same time, the water
reported here to the energy diagram for liquid water when (3psoiyte) signal decreases as water molecules are being
its electronic structure is treated within the formalism of replaced by ions. The spectra do not exhibit energy shifts
solid-state physic¥*2*'The magnitude of the band gap for  (ythin +30 meV) of any ion or water feature over the entire
liquid water has long been controverstaf’*but the value  concentration range, covering two orders of magnitude. In
for the vertical ionization energy from liquid water from the  yjew of the considerable structural changes of the solvation
liquid photoelectron spectruiit?**has helped to clarify the  structure that must occur when approaching saturation (where
different energetic contributions to the adiabatic band'd&p.  the water-to-salt ratio is only 5:1), constant energies seem
One can regard the anions and cations in solution as defectsurprising. Similarly, surface and bulk solvated iodide cannot
in a liquid insulator. The anions provide for midgap states, pe distinguished by the measured energies, as discussed
whereas the highest occupied orbital of each cation lies ahove. To illustrate the signal evolution quantitatively, of
deeper than the valence band of water. The position of themeasured photoemission intensities of(4d) and the
aqueous halide anions on the band diagram for water hasNa*(2p) are presented in Figure 29, as a function of the salt
been discussed in detail in refs 199 and 292. The currentconcentration. The signal rises linearly up ton2 and
work provides accurate vertical detachment energies (VDES)increases sublinearly for higher concentrations. This behavior,
in that endeavor. Further, comparison of the vertical energy which is identical for anions and cations, can be interpreted
required to detach a valence electron to vacuum with the in terms of a slower increase of the ion concentration in the
energy required to promote the same electron to the polarizadinterfacial region than in the bulk (which is actually the
tion-bound CTTS state is highly valuable, as the two are classical picture of the interface being depleted of ions).
expected to be correlated. We expect that knowledge of theHowever, whether the expected anion surface enhancement
VDE for anions where CTTS assignments (e.g., NO;™) occurs can be neither confirmed nor excluded from these
have not been hitherto made will be particularly useful. PE data. The main obstacle in analyzing the present PE data
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) 8 10 12 Figure 30. Nal aqueous solution:~(4d) intensities vs concentra-
concentration [mol/kg] tion data (from Figure 29) fitted to eq 5.2, which is the reciprocal

Figure 29. 1-(4d) and Nd(2p) photoemission signal intensity vs  of the usual expression of the Langmuir isotherm _mo.del.' From the
concentration of aqueous Nal solution. Results for the higher slope, one obtainAGags= —1.7 & 0.2 kcal/mol for iodide in Nal
concentrations, up to 13, are shown in the main plot, and lower ~ aqueous solution. The identical fit is obtained for thef(2a) signal.
concentration data, 0-11.0 m, are shown in the inset. Anions and  The regression equation ys= (4 & 1) x 104 + x(101 + 3) x
cations exhibit identical signal behaviors. Reprinted with permission 107.

from ref 290. Copyright 2004, American Chemical Society. . o . .
so that bulk signal contributions are contained in the PE case.

is the uncertainty of the experimental probing depth as was An interesting observation from the PE experiment is that
mentioned in section 3.2. We would expect about 30% both anions and cations exhibit the exact same concentration
surface contribution to our spectra for the photon energy dependence (Figure 29); notice that the"Nation signal is
used. In addition, for the present case, the kinetic energiesnot accessible in the resonant SHG study. This behavior can
of electrons emerging from N&p) and I (4d) are both be explained by the very small spatial separation of anions
within the minimum of the electron IMFP curve (Figure 14), and cations, abd A (as shown in Figure 6), which is less
and hence, either species is being probed within nearly thethan the photoemission probing depth. Hence, the same value
same depth. Even though this depth is small, it is apparently for the adsorption free energy must be obtained in the PE
not small enough that relative intensity changes betweenanalysis of the two ions, which is the case. This shows that
anions and cations would be resolved, ca43 (see Figure  there is indeed some qualitative value in examining the
6). It might be possible in future experiments to resolve small Langmuir isotherm analysis on the basis measured ion
chemical shifts between surface and bulk solvated ions. Usingintensities. However, the fact that the weighting of the
a wide range of photon energies, approximately 00800 measured intensities with respect to the true location of the
eV, the probing depth can be systematically varied. maximum ion distribution is not experimentally determined
With the above-mentioned VSFS and SHG experiments, leads to quite different values &G,qs One way to obtain
a different problem is encountered in extracting convincing PE signal specifically from the surface is to study iodide in
evidence for the enrichment of anions at the aqueous surfacethe presence of a surfactant, which is the topic of the next
Despite the exclusive surface sensitivity of these techniques,section.
the nonlinear optical signal is sampled from a region within
which the symmetry is broken, but the ion distribution within 9-2-2. Surfactants
this layer cannot be localized exactly. Currently, this missing  In contrast to the mechanism that drives polarizable halide
information has to be provided by theory. For a qualitative anions to the surface, the adsorption of surfactants at aqueous
discussion, though, it might be instructive to compare the interfaces is due to hydrophobic interactions. Hence, surface-

Langmuir analysis, as applied by Saykally et?ffor the  active salts such as tetrabutylammoium iodide (TBAI; a
two sets of data (SHG and PES) from aqueous Nal solution. schematic of the molecule is shown in Figure 32), containing
Figure 30 shows the resulting plot of the(4d) signal hydrophobic hydrocarbon chains, are interesting systems for

measured in the photoemission experiment; the data werestudying charge solvation at the interface. TBAI is, in fact,
taken from Figure 28. Contrary to the corresponding plot one of the most efficient and intensively investigated phase-
for the iodide SHG signal dependence on concentréfion, transfer catalyst¥® and it is important to understand, for
already shown in Figure 8, Figure 30 displays the reciprocal instance, the distribution of anions and cations at the
of eq 2.7, with substitution of = 1/© andx = 1/c, yielding interface, as well as the structure of the hydrogen-bonding
a linear expression iy network at the interface. In formamide, TBAI salt forms a
surface monolayer of about 1 nm thickness, which is roughly
y=K 1+ (55.5 M) exp@Gang'DK_lx (5.2) the size of the TBA cation. The surface profile, as inferred
from angle-resolved PE measureméftsyas already shown
From Figure 29, one derivesG,qs= —1.7 4+ 0.2 kcal/mol, in Figure 2. The present PE studies of TBAI aqueous
which is more than a factor of 3 smaller than thé.1 eV solutions, complemented by MD simulatiof{2%are aimed
value obtained from the SHG analy3idyut it is quite close at a better understanding of the structural details of the
to the AG,qs = —0.8 kcal/mol value found in MD simula-  solution interface, including the segregation of iodide
tions3! Qualitatively, the larger negativG,qsvalue in the interacting with the surface segregation layer. Furthermore,
PE experiment can be attributed to the larger probing range,a comparative study of TBAI vs TBABr is presented, which
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provides information on the competition between the larger 000k T
iodide and the smaller bromide in occupying surface sites | I l

(and on the consequences for the structure of the segregatio S e

surface layer). |
Figure 31 demonstrates the surface activity of TBAI by ;

comparing the PE spectra from ax2Nal aqueous solution

But

4000}

I'(AE)
|

3000

water valence orbitals

20001

0.015m
1000

photoemission signal [arb. units]=

0.005m|

water

2000 - binding energy [eV]

Figure 32. Photoemission spectra of TBAI aqueous solutions for
different salt concentrations; the photon energy was 100 eV.
Intensities in the spectra are normalized to the synchrotron photon
flux. lodide energy shifts as a function of concentration are not
observed; the same energy is found for Nal aqueous solutions. A
- B schematic of TBAI is shown on the top. Reprinted with permission
binding energy [eV] from ref 294. Copyright 2004, American Chemical Society.

Figure 31. Photoemission spectra of (bottom) liquid water, and of >0.5 eV were observed (see Figure 4) and were

(middle) 2 m Nal and (top) 0.025m TBAI aqueous solutions . . SN .

measured at 100 eV photon energy. lon emission is labeled. Electron'nterpnmad in terms .Of (partlal) iodide dehydration at the
binding energies are relative to vacuum, and intensities are Surface. Arguably, this discrepancy between ref 129 and the
normalized to the electron ring current. Nearly identical iodide present study arises from some spectral (possibly charging)
signals are observed for the two salt solutions, even though the shift, which is probably difficult to take into account in the

concentration of the surfactant is a factor 80 lower. Energy absence of a well-defined reference energy in the case of
differences of T(4d) peak positions for the two solutions are not threshold studies.

observed. Reprinted with permission from ref 294. Copyright 2004, Figure 33 displays the integrated iodidd4d) PE signal
American Chemical Society. . A .
(from Figure 32) from aqueous TBAI solutions as a function

photoemission signal [arb. units]

and 0.025m TBAI aqueous solution. For reference, the pure-
water PE spectrum is shown as well; all spectra were
measured at 100 eV photon energy. As before, intensites | T, § . -
are scaled to the synchrotron flux, which allows for a 60}
guantitative comparison of signal. Despite the 80-times lower
concentration, the TBAI spectrum yields the same iodide,
I~(4d), intensity as seen in the Nal spectrum. One can also g
observe the intensity decrease of the water features due to=
the attenuation of the water signal for the solution. Signal
from the TBA' cation can be barely identified in the spectra '=
because of the low photoionization cross sections of carbon g ,,
and nitrogen; the only noticeable peak arising near 19 eV
strongly overlaps with the water features. However, for
charge neutrality, equal amounts of anions and cations must
exist at the surface. Given the(#d) iodide signal ratio of Ope T e
I=(TBAI)/I (Nal) = 0.9 (Figure 28) and the corresponding 0 0.01 0.02 0.03
iodide concentration ratio of 1/80, we obtain a lower bound concentration TBAI [mol/kg]
on the surface segregation factor of about 70. The actualFigure 33. 1-(4d) photoemission signal from TBAI aqueous
value will probably be 24 times larger because the surface solutions as a function of salt concentration. The symbols refer to
signal in Nal is overestimated. two different sets of measurements. The dotted curve is a fit
Figure 32 shows PE spectra from aqueous TBAI solutions Proportional to 1— exp(c/co) (see text); the straight lines are guides
as a function of salt concentration in the range 0-00®4 [ the eye. The accompanying change of water attenuation,
o o - expressed by the 2asignal change, is presented in the inset.
m (saturation is 0.06m). Intensities in the figure are also_ Reprinted with permission from ref 294. Copyright 2004, American
scaled to the synchrotron photon flux, and hence, relative chemical Society.
intensities quantitatively correlate with the actual density
change of ions and waters. As for Nal (see Figure 28), no of salt concentration. This plot is analogous to the Nal uptake
peak shifts are observed when the TBAI concentration is plot in Figure 29. Qualitatively, two regimes can be distin-
changed (see vertical lines), and the iodide binding energy guished in Figure 33, a linear signal increase as a function
is the same (withint30 meV) as in Nal solution. This  of salt concentration, up to ca. 0.8 and a nearly constant
contrasts a previous photoionzation threshold study from signal above 0.02n. Two lines (solid) have been drawn to
aqueous TBAI solutions, where energy shifts on the order guide the eye. The steep increase corresponds to the steady
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buildup of the segregation monolayer, whereas the slow energy shifts in the PE spectra, as shown in Figure 35. This
intensity increase is attributed, to some degree, to the filling
of remaining cavities within the surface layer. Probably, the
main signal contribution at high concentration arises from
deeper layers, largely reflecting the increase of the bulk ion 4000
concentration. Notice that the iodide signal saturation occurs
at a much lower salt concentration than in Nal solutions
(Figure 29), consistent with Figure 31. The dashed curve in
Figure 33 is a (- e 9%) fit, commonly used to model layer-
by-layer film growth for well-defined adsorbate systems in
ultrahigh vacuuni®42%This function actually describes the
envelope of consecutive linear segments, correlating with
the subsequent monolayer built up in growing multilayers.
The fit parameterc, = 0.24 corresponds to the salt
concentration for saturation in the layer-by-layer model. The
reason this function fails to describe the TBAI surface
adsorption is the above-mentioned fact that only one single
monolayer grows, which is accompanied by a small increase ol
of bulk concentration.

A qualitative picture of the surface molecular structure of -100 -80
TBAI, as obtained from MD simulatior®! is shown in Energy [eV]

Figure 34. The snapshot displays the surface coverage of 16g,re 35. Cutoff region of TBAI photoemission spectra as a

function of salt concentration, as labeled. Zero or very small cutoff
energy shifts are observed, implying that no molecular dipoles
perpendicular to the surface are formed by adsorbed ion pairs.

0.030m

3000

0.015m

2000
0.005m

1000

Photoemission signal [arb. u.]

water

figure displays TBAI PE spectra in the cutoff region,
obtained for some selected concentrations, covering the
submonolayer coverage to complete segregation. According
to Figure 10, the creation of a surface dipole in the top layer
with an appreciable component perpendicular to the solution
surface would cause a shift (eq 3.5) of the secondary electron
cutoff. This is obviously not the case. From Figure 32, we
have already seen that all other spectral features also remain
at constant energy when the concentration is changed. Hence,
we conclude that the surface potential is not changed upon
formation of the TBAI segregation layer, and consequently,
both anions and cations reside in the top surface layer, in
agreement with the MD results.

Figure 34. Snapshots from molecular dynamics simulations i, ihe hrevious section, we discussed the surface adsorption
showing the TBAI surface coverage for saturated aqueous solu-

tion: 16 TBAI ion pairs. Red represents O atoms, green representsOf 'Od'd_e In aqueous Nal solution in te:rms of the _G'bbs
N atoms, white represents H atoms, and purple represents | atoms@dsorption free energy; the corresponc_jlng I__angmUIr fit Qf
Both anions and cations are found at the top surface layer. Reprintedthe PE data from TBAI aqueous solutions is presented in

with permission from ref 294. Copyright 2004, American Chemical Figure 36, yieldingAGags= —3.4+ 0.2 kcal/mol for iodide,
Society.

0.08

TBAI ion pairs (equivalent to about in TBAI aqueous | TBAI
solution), corresponding to 0.2 10" TBAI/cm?2 This is
almost the density of the completed surface monolayer (1.0 o0s |-
x 10% molecules/crf), as was inferred experimentafis?
Note that both TBA cations and 1 anions are present at
the surface. Furthermore, the simulations also indicate that
any additional cation would be unlikely to fit on the surface.
Instead, the remaining free space in the interfacial layer is
being shared among TBAcations and iodide anions, and
hence, there is virtually no segregation perpendicular to the  °2 [ o
surface. It is also interesting to mention that the MD
simulations indicate that the butyl chains are primarily
orientated along the water surface at low concentration and 0 . ! s ! . I . |
point into the solutions at higher concentration, which 0 * Ve N gl 1% 2
requires less spacéé! ¢ kg mol]

- . . Figure 36. TBAI aqueous solution: I(4d) intensities vs concen-
The strong surfactant activity of both anions and cations, tration data (from Figure 33) fitted to eq 5.2, which is the reciprocal

V!h_iCh is the reason that no dipole is formed by TBand of the usual expression of the Langmuir isotherm model. From the
I” ion pairs perpendicular to the surface (no formation of a siope, one obtainAGaqs = —3.4 + 0.2 kcal/mol for iodide. The
strong electric double layer), is consistent with zero cutoff regression equation is= (0.003+ 0.001)+ x(37 + 2) x 1075,

1/© [kg mol-']
T
o]
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which is twice the value for iodide in Nal solution (from
PE data). A larger negativeG,4svalue for the TBAI solution

Chemical Reviews, 2006, Vol. 106, No. 4 1207

obtained for liquid water and aqueous solutions of simple
salts using synchrotron radiation of no higher than 120 eV

is indeed expected because higher (surface) signal is obtainegphoton energy, provided orbital energies of liquid water and
for a much lower bulk concentration, which is equivalent to vertical detachment energies and electron affinities of
reaching the completed monolayer at much lower concentra-hydrated anions and cations, respectively. In addition,
tion. Considering the fact that, in the TBAI photoemission structural information on the interfaces of aqueous Nal and
experiment, the iodide signal is being sampled from much a surface-active tetrabutylammonium iodide was inferred from
smaller region (the deeper layers probed do not contribute),the photoemission signal and spectrum as a function of the
the AG,s value derived in this case is quite possibly salt concentration. Extending the photon energy, to ionize
guantitatively accurate. This conclusion is, in fact, supported inner shells (e.g., oxygen 1s of water), is expected to unravel
by cross-checking the surface population ratios of TBAI and some of the open issues of the geometric and electronic

Nal, i.e.,csuf( TBAI) csur{Nal) = exp(AAG/RT) ~ 80, which
compares to 70 as inferred from Figure 31.

When comparing solutions of TBAI and TBABT, one can
study the effect of ion polarizability on the structure of the
segregation layer. Figure 37 displays PE spectra of 02

0.02m TBAI water valence orbitals
0.02m TBAI @ 1m NaBr 2a, 1b, 32, 1b,

1m NaBr H
r@d i

T (Auger)

Br(3d)

photoemission signal [arb. units]

-40
binding energy [eV]
Figure 37. Photoemission spectrum of 0.02 TBAI, compared

to those of Im NaBr and a mixture of In NaBr and 0.02n TBAI
aqueous solutions. The excitation energy was 100 eV. Intensities
are with respect to the synchrotron photon flux. Reprinted with
permission from ref 296. Copyright 2005, Elsevier.

TBAI aqueous solution (top), 0.2 TBAI dissolved in 1Im
aqueous NaBr (center), and purenlNaBr aqueous solution.

structures of water and solutions. This includes the precise
location of the anions and cations within the solution
interface and the distribution of electron binding energies
of surface, bulk, and solvent water. Of central interest is also
the accurate determination of the electron probing depth in
aqueous solutions, which is crucial for interpreting the
experimental photoemission spectra. In future angle-resolved
photoemission experiments, it will be possible to obtain
detailed information on the orientation of the surface
molecules.

A new aspect to be investigated is fast photon-induced
processes in water and solution by pungpobe photoemis-
sion experiments with femtosecond laser pulses. The strength
of such experiments, which have not yet been performed on
aqueous systems, is the ability to measure absolute energies
of transient valence or core states. Aqueous systems of
interest here extend beyond salt solutions. In particular,
solvation of biological relevant molecules by water, aqueous
electron attachment, and charge-transfer processes are a
major challenge. This is closely related to water pH changes,
and it is thus important to determine the structures and
energies of hydrated Hand OH ions, which can be
accessed by photoemission measurements of aqueous acids
and bases.
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6. Concluding Remarks

Extreme ultraviolet (EUV) photoelectron spectroscopy was
applied for the study of the electronic structure of liquid water
and aqueous solutions. It was shown that, when a thin liquid
microjet in a vacuum is used, photoelectrons from the liquid
interface can be energy-resolved. The fast equilibration of
the solution interface enables investigations as a function of
salt concentration. The results here, which were largely
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